3.1 Introduction

To many economic historians, the benefit of an evolutionary perspective for studying economic history or long-term economic growth may seem limited. Evolution is typically viewed as only being relevant in well-defined subfields within economics that study the importance of genetics for economic outcomes.\(^1\) In this chapter, I will argue that an evolutionary perspective can provide useful insights that are widely relevant for the study of economic history and long-run economic growth.\(^2\) My goal is to bridge the divide between research done within the field of economic history and that done within the evolutionary social sciences – i.e., evolutionary biology, evolutionary psychology, and particularly evolutionary anthropology.

The aspect of evolutionary research that is the most relevant for economic history is the study of cultural evolution. This line of inquiry is motivated by a desire to better understand human psychology, human societies, human behavior, and their evolution over time. The first contributions were theoretical, consisting of studies that adapted and extended models from evolutionary biology and applied them to cultural evolution (e.g., Cavalli-Sforza and Feldman, 1981; Boyd and Richerson, 1985).\(^3\)

I begin the chapter by first providing a conceptual and theoretical overview of culture and its evolution. An important part of this is to describe the theory and evidence behind the benefits of culture. This, in turn, explains why culture is ubiquitous and why it is such a central part of human decision making. The first benefit is that by relying on traditions that are passed down over generations, culture allows individuals to make decisions efficiently in complex environments where figuring out the
optimal action with certainty is costly or even impossible. As long as a society’s environment is fairly stable over time, then reliance on evolved cultural traditions is an effective strategy. The second benefit of cultural evolution arises from the fact that it is cumulative. Culture allows societies to build an evolved body of knowledge that is greater than any single individual could learn within their lifetime or fit within their mind. By taking as given the cultural wisdom of previous generations, societies do not need to ‘reinvent the wheel’ and instead can focus their efforts on adding to and improving upon the existing body of culturally-accumulated knowledge of the society.

After describing the conceptual foundations of cultural evolution and its benefits, I then turn to a series of examples aimed at showing how an evolutionary perspective of human behavior can provide insight into the study of economics in general and economic history in particular. I do this in three ways. The first is to show that the differences between evolutionary thinking and traditional economic thinking are often much smaller than one might think. There are many cases where the same logic, the same evidence, and similar narratives are developed, but using different terminology, empirical methods, and data. I hope to make these commonalities more apparent.

The second is to highlight cases where insights from the evolutionary literature can be used by economic historians to gain a better understanding of certain historical processes. Using a few cases that have become apparent to me over the years, I discuss how evolutionary insights, such as environmental mismatch, the collective brain, cumulative improvements, kludges, group-level selection, sexual dimorphism, and reproduction strategies provide a deeper understanding of a diverse set of aspects of human history, including human capital, innovation, warfare, state formation, cooperation, social structure, gender roles, kinship, social structure, path dependence, and comparative economic development. To me, these are the most obvious examples of the insights that emerge from an evolutionary perspective. However, my sense is also that they are just the tip of the iceberg.

The third is to highlight cases in which historical research within economics has contributed to the cultural evolution literature. As I will discuss, a sizeable and quickly growing area of research within economics, that takes a historical (and often cultural) perspective, has been successful at contributing, both theoretically and empirically, to evolutionary fields outside of economics.

I now turn to the first step in this process, which is to describe the mechanisms that form the foundation of the benefits of culture.

### 3.2 The benefits of cultural evolution

The standard definition of ‘culture’ from evolutionary anthropology defines culture as the knowledge, technology, values, beliefs, and norms that can be transmitted across generations and between individuals (e.g., Boyd and Richerson, 1985). There are numerous examples of cultural traits that vary by context: religious/supernatural beliefs, views about morality, norms about giving and cooperation, gender norms, food preferences, taboos, and traditions and skills regarding farming, house-building, hunting, etc.

An important question is the extent to which cultural values affect our behavior. Within economics, this is not something that we take for granted. When one views human behavior from the traditional economic perspective of ‘rationality’, a series of questions arise. Why does culture exist? Why would someone be influenced by what they are told by their teachers, their parents, friends, church leaders, celebrities, etc.? Why wouldn’t individuals just figure out what is best by using some form of rational
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3.2.1 Cultural evolution saves on information costs

To understand the primary benefits of culture, one must first recognize an important fact: As human beings, we have cognitive limits. Acquiring and processing information is not free; it has an opportunity cost. In the face of these limits, we have developed culture and cultural learning, and with them cultural values and beliefs. These serve as tools that are “fast and frugal” and allow us to make decisions more efficiently than if we were an economist’s traditional version of ‘rational’ (e.g., Gigerenzer and Goldstein, 1996; Todd and Gigerenzer Peter, 1999).

3.2.1.1 Theory

The formal theory behind culture and its evolution has been thoroughly developed in the cultural evolution literature and began with seminal models by Boyd and Richerson (1985) and Rogers (1988) among others.\(^4\) The authors model situations where an action must be made in a setting without perfect (cost-less) certainty. The payoff of each action depends on the environment, which is variable. Individuals can either collect information and figure out the optimal action on their own or they can rely on the traditions that have evolved up until the previous generation. They do this by copying the action of a person from the previous generation. In other words, their behavior is determined by cultural values that are learned from the prior generation.

The models show that, under fairly general conditions, we should observe the presence of culture i.e., decision-making based on socially-transmitted cultural values. There are two primary benefits that culture provides over rationality. First, culture-based decision-making provides a quick and easy way to make decisions. To the extent that rational decision-making (narrowly defined) requires costs due to information acquisition or cognitive processing, then acting on one’s transmitted cultural traditions and values saves on these costs. The second benefit is that relying on culture allows for cumulative learning. By following the culture of the previous generations, individuals do not have to reinvent the wheel and re-learn everything that has already been figured out during the history of the society in question. For example, if the society has already learned how to effectively hunt, which plants are not poisonous, and what rituals and beliefs help the society to exist in harmony, then taking these as given and trying to improve upon them may be a better strategy than having individuals try to figure these things out again.

I now present a simple model that focuses on the first of the two benefits and shows how culture can emerge in equilibrium. Following this, I discuss the second benefit of culture, the fact that it is cumulative, in Section 3.2.2.

\(^4\) For a related paper within economics, see Bisin and Verdier (2001a). The models are very similar, except that what we think of as a reliance on culture/tradition in the description below they interpret (and model) as imperfect empathy on the part of the parents.
The model is taken from Giuliano and Nunn (2021) and reproduces the basic logic of Rogers (1988), which is one of the first and simplest models of this aspect of cultural evolution. The players of the game consist of a continuum of members of a society. Each period, a new generation is born and the previous generation dies. When a player is born, they make a once-and-for-all choice of two possible actions, which we denote \( a \) and \( b \). Which of the two actions yields a higher payoff depends on the state of the world (i.e., the environment), which can be either \( A \) or \( B \). If the state is \( A \), then action \( a \) yields the payoff \( \beta > 0 \) and action \( b \) yields a payoff of \( -\beta \). If the state is \( B \), then action \( a \) yields a payoff of \( -\beta \) and action \( b \) yields the payoff \( \beta > 0 \). Thus, in each state, one of the two actions is better than the other.

In each period, with probability \( \Delta \in [0, 1] \), there is a shock that results in a new draw of the state of the environment. It is equally likely that the draw results in the new environment being in state \( A \) or state \( B \). The state of the world is unknown to the players. However, as I explain below, it is possible to engage in learning (at a cost) to determine the state of the world.

There are two potential types of players. Each uses a different method to choose their action. The first type, “Traditionalists (T),” value tradition and place strong importance on the actions of the previous generation. They choose their action by following the action of a randomly chosen person from the previous generation. Thus, the model allows for both vertical and oblique transmission.\(^5\) The second type, “Non-Traditionalists (NT),” do not value tradition and ignore the actions of the previous generation. They obtain the optimal action with certainty for the current period, but there is a cost of learning, \( \kappa \in (0, \beta) \). Thus, although the cost is positive, it is assumed to be fairly modest. Let \( x \) denote the proportion of the population that is a traditionalist.

I now turn to the payoffs of both types of players, starting with the non-traditionalists. In each generation, they incur the cost \( \kappa \) to learn the optimal action. This action is chosen and they obtain \( \beta \). Therefore, the payoff to a non-traditionalist is given by:

\[
\Pi_{\text{NT}} = \beta - \kappa.
\]

To calculate the expected payoff of a traditionalist, consider the following sequence of possibilities, each of which results in a traditionalist choosing the right action for her environment, thus, receiving \( \beta \). First, a traditionalist copies a non-traditionalist from the previous generation; and the environment did not experience a shock between the last and current generation. Since the non-traditionalist from the previous generation chose the action that was optimal in her environment and since a shock did not occur, then this action will also be optimal in the current environment and the traditionalist receives \( \beta \). This scenario occurs with probability \( (1 - x)(1 - \Delta) \). Second, a traditionalist copies a traditionalist from the previous generation, who had copied a non-traditionalist from the previous generation. No shocks occurred during this time. The traditionalist receives \( \beta \) and this occurs with probability \( x(1 - x)(1 - \Delta)^2 \). Third, a traditionalist copies a traditionalist, who copied a traditionalist, who copied a non-traditionalist. No shocks occurred during this time. This occurs with probability \( x^2(1 - x)(1 - \Delta)^3 \).

One can continue this sequence of possibilities infinitely. The sum of the probabilities is given by \( \sum_{t=1}^{\infty} x^{t-1}(1 - x)(1 - \Delta)^t \). With probability equal to one minus this sum, a traditionalist does not necessarily obtain the correct action. In these cases, there has been at least one shock to the environment.

\(^5\) Vertical transmission is transmission from parents to children. Oblique transmission is all other forms of transmission of those from an older generation to the younger generation.
since the most recent non-traditionalist was copied. Because the consequence of a shock is an equal probability of being in either state, a traditionalist still has a 50% chance of receiving $\beta$, a 50% chance of receiving $-\beta$, and her expected payoff is 0. Putting this together, and using the formula for an infinite geometric sequence gives:

$$\Pi_T = \beta \frac{(1-x)(1-\Delta)}{1-x(1-\Delta)}.$$ 

The payoffs to traditionalists and non-traditionalists as a function of the proportion of traditionalists in the society, $x$, are shown in Fig. 3.1. The expected payoff of a traditionalist, $\Pi_T$, is decreasing in $x$. Intuitively, as the fraction of traditionalists increases, it is less likely that a traditionalist will copy a non-traditionalist who is more likely to have chosen the correct action. At the extreme, where everyone in the population is a traditionalist ($x = 1$), each traditionalist copies another traditionalist and the expected payoff is 0.

At the other extreme, where everyone is a non-traditionalist ($x = 0$), a (mutant) traditionalist will copy the correct action from someone in the previous generation and as long as there was not a shock to the environment between the two generations, she will obtain the right action. Thus, with probability $1 - \Delta$, a traditionalist’s payoff is $\beta$. If, on the other hand, the environment did change, which occurs with probability $\Delta$, then there is an equal probability that the environment is in either state and the expected payoff is 0. Therefore, the expected payoff to a traditionalist when $x = 0$ is $\beta(1 - \Delta)$. 
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**FIGURE 3.1**

The equilibrium proportion of traditionalists (T) and non-traditionalists (NT).
In an equilibrium with both types present, the expected payoffs to both types must be equal. In an equilibrium with only one type, its average payoff must be no less than that of the other type. Thus, the equilibrium proportion of traditionalists \( x^* \) is given by:

\[
x^* = \begin{cases} 
\frac{\kappa - \Delta \beta}{\kappa (1 - \Delta)} & \text{if } \Delta \in [0, \frac{\kappa}{\beta}] \\
0 & \text{if } \Delta \in [\frac{\kappa}{\beta}, 1]
\end{cases}
\]  

(3.1)

From Fig. 3.1, it is clear that under fairly general conditions \( \kappa > \Delta \beta \), traditionalists are present in society. Their emergence is due to the benefit of cultural transmission, which provides a fairly accurate way of making decisions at a low cost.

It is straightforward to show that the equilibrium is stable under the standard assumption that the relative payoffs of types affect their fitness and/or survival. Formally, this can be modeled using the standard replicator dynamic (e.g., Gintis, 1997). In the polymorphic equilibrium, where both types are present, a small perturbation of \( x > x^* \) causes the payoff of traditionalists to be lower than that of non-traditionalists and \( x \) will decrease until \( x^* \) is reached. If \( x < x^* \), the payoff of traditionalists is higher than that of non-traditionalists, and \( x \) will increase until \( x^* \) is reached. In the monomorphic equilibrium with \( x^* = 0 \), a perturbation of \( x > x^* \) causes the payoff of traditionalists to be lower than that of non-traditionalists and \( x \) will decrease until there is convergence to \( x^* \).

### 3.2.1.2 Evidence

In the model, the presence of culture in equilibrium is due to the benefit of cultural transmission, which provides a fairly accurate way of making decisions at a low cost. Anthropologists have documented numerous real-world examples of functional cultural traits being followed despite the population not knowing their benefits.\(^6\) One of the best-known examples is the alkali processing of maize, which is the traditional method of preparing maize in many parts of Latin America. During the process, dried maize is boiled in a mixture of water and limestone or ash, before being mashed into a dough called ‘masa’. Although it was unknown at the time, putting limestone, or ash in the water before boiling prevents pellagra, a disease resulting from niacin deficiency, which is common in diets that consist primarily of maize. The alkaline solution that is created when limestone or ash is added increases the body’s absorption of niacin (Katz et al., 1974).

Another example of the benefits of culture and tradition is documented in Billing and Sherman (1998). The authors examine data for 43 spices from 4,578 meat-based recipes in 93 cookbooks from 36 countries. They document several empirical regularities that are consistent with the use of spices as antimicrobials even though this benefit was unknown. They show that spices that are more commonly used are the ones that are more antimicrobial. Societies in hotter climates tend to use more antimicrobial spices. Spices are used in ways, and in combinations, that appear to maximize their antimicrobial properties. For example, onions are not effective unless they are cooked and cilantro is not effective if it is cooked. In most recipes, onions are cooked and cilantro is not. Another example is chili powder (e.g., red pepper, onion, garlic, cumin, etc.), which contains a combination of spices that generates complementarities and maximizes their effectiveness.

Another well-known example of a tradition with unknown benefits is from the Naskapi, an indigenous First Nations society who traditionally lived on land that today is in Quebec, Newfoundland and

\(^6\) For an excellent overview and many examples, see chapter 7 of Henrich (2016).
The benefits of cultural evolution

Deciding where to hunt was an important decision. The hunters would like to hunt in the locations where the caribou are. By contrast, the caribou would like to avoid the locations where the hunters are. Effectively, this is a two-dimension version of the game “matching pennies.” We know that in such a game, the only Nash equilibrium is a mixed strategy equilibrium where one randomly chooses each direction with equal probability. The difficulty is that human beings are notoriously bad at randomizing and instead tend to follow certain patterns, which could be detected by the Caribou. The Naskapi developed a ritual that they undertook prior to hunting expeditions. They would put the shoulder blade of a caribou in the fire. It would then burn and crack and the patterns of these told the hunters where they should hunt. Although this was unknown, the ritual was effective because it provided a method to randomly select the location of the next hunting expedition.

The basic logic described above has been tested and confirmed in numerous studies. One clear prediction of the model above, which is common to most models in the literature, is that we should observe a stronger reliance on culture and tradition when the environment is more stable. This is because evolved traditions are more likely to still be useful in the current environment. Within the evolutionary literature, this prediction has been tested using experimental tools (Galef and Whiskin, 2004; McElreath et al., 2005; Toelch et al., 2009).

Most recently, the prediction that tradition and cultural persistence should be weaker in more unstable environments was tested by Giuliano and Nunn (2021). The study uses paleoclimatic data, combined with information on the historical locations of ethnic groups, to construct estimates of the variability of the ancestral environment across generations for ethnic groups and countries. They find that ancestral climatic stability is associated with greater self-reported importance placed on tradition, and more persistence in cultural traits over time, including among the descendants of immigrants to the United States and the Indigenous populations of the United States and Canada.

3.2.2 Cultural evolution is cumulative

3.2.2.1 Theory

An important characteristic of the model discussed above, which has long been recognized in the literature, is that, in the end, the existence of culture and tradition does not make the society better off. In the long-run, regardless of the extent to which culture is present, the society-wide payoff is \( \beta - \kappa \). This is contrary to the conventional wisdom that humans are more successful than other animals because we have culture, which leads to greater group-level success (Henrich, 2016). Subsequent theoretical work has shown that this characteristic of Rogers’ model is not due to its simplicity. Instead, it is general and found in a large class of models where the only benefit of culture is to save on individual-level information acquisition (Boyd and Richerson, 1995, 2005).

This has led to an emphasis on ‘cumulative cultural evolution’ as a key benefit of culture. It is related to the benefit of information acquisition, highlighted in the model above but conceptually distinct. To put it simply (and to use multiple clichés), an important benefit of culture is that it means that we do not have to ‘reinvent the wheel’ and that we can ‘stand on the shoulders of giants.’ We can take as given

---

7 Matching pennies is a two-player zero-sum game in which each player chooses either heads or tails. One player obtains a higher payoff when the players’ choices are the same. The other player obtains higher payoffs if the players’ choices are different.
the knowledge or traditions of the previous generation, without necessarily understanding them fully, and build on them, continuing the process of incremental cultural innovation.

To see the logic of this, consider the following variant of the model above, which is detailed in Boyd and Richerson (1985, 1995). The setup is the same except there is a continuum of states. As before, in each period, there is a probability that the environment switches to a new state. There is also a continuum of behaviors, with one behavior yielding the highest payoff for each possible state. In addition, the payoff of a behavior in a particular state is decreasing in the distance from the state’s optimal behavior. We will see examples below, but concretely one can think of the behavior as being the technology used to build tools or houses, or strategies used to forage for food or hunt for game. The further one deviates from the optimal strategy or technology, the lower is one’s expected payoff.

Unlike the model above, it is now assumed that all individuals can modify their behavior by learning. Individuals start with an initial guess and then through costly trial and error modify their behavior. Following the same logic as above, there are two types: traditionalists and non-traditionalists. Traditionalists adopt the behavior of a randomly chosen individual from the previous generation and use this as the starting point from which they experiment. By contrast, non-traditionalists ignore the behavior from the previous generation and use a fixed behavior as their starting point and they always acquire the optimal behavior given the current state. Relative to non-traditionalists, traditionalists invest much less in changing their behavior and thus they improve upon their initial behavior much less than a non-traditionalist.

The logic of the equilibrium of this model is similar to the prior model. As long as the environment doesn’t change too frequently, traditionalists will slowly converge to the optimal behavior over time. The movement is not as rapid as for non-traditionalists, who accomplish this in one generation, but learning costs are reduced. In this model, each new generation of non-traditionalists ‘reinvents the wheel’ and obtains the optimal action. By contrast, traditionalists build on the knowledge accumulated by the previous generation. Their behavior does not track the environment as optimally as non-traditionalists, but they save on information acquisition costs. In this model, the average payoff in society is increasing in the share of traditionalists in the population. Thus, the model is consistent with cultural evolution increasing the effective knowledge and wellbeing of the society.

The benefits of cumulative cultural evolution become even more clear when one recognizes that the world is much more complicated than the stylized models that we use in economics. We typically model settings where the number of determinants is modest, payoff functions are smooth and continuous, and therefore, equilibria are typically unique and nicely behaved. However, reality is much more complicated. There are often many equilibria. Our wellbeing is affected by a very large number of determinants, including our own actions, the actions of others, and exogenous shocks. In addition, there are complicated interactions between each of these factors. Unlike our simplified models that feature smooth and well-behaved payoff functions that generate an optimal action that is easily calculated, in reality, payoff functions are not smooth and are highly irregular. (We will see examples of this below.) In such a setting, calculating the optimal action is literally impossible. Cumulative cultural evolution reduces these much larger optimization problems into smaller, more manageable chunks, where cumulative learning can take place. This allows each generation to ‘tinker’ and develop small

---

8 If our models do have multiple equilibria, then we usually simplify the setting by using a selection criterion such as choosing the Pareto superior equilibrium.
piecemeal improvements to the current values, beliefs, or technologies (i.e., culture) of a society. These simpler chunks feature simpler problems and smoother surfaces. As Boyd et al. (2013, p. 136) put it:

*In a small neighborhood in design space, the performance surface is approximately flat, so that even if small changes are made at random, half of them will increase the payoff (unless the design is already at the optimum). Large changes will improve things only if they are in the small cone that includes the distant optimum. Thus, we expect it to be much harder to design a useful bow from scratch than to tinker with the dimensions of a reasonably good bow.*

Thus, an important characteristic of culture is that it makes optimization problems that cannot be solved by any single individual solvable by society as a whole when the problem is tackled in an incremental manner over many generations.

### 3.2.2.2 Evidence

In many ways, the best evidence of the importance of cumulative cultural evolution is the technological sophistication developed by humans compared to other animals including non-human primates. As early as 10,000 years ago, humans moved into and were able to subsist in diverse, and often remote, parts of the earth. Living in these environments necessitated the development of new technologies. “Spears, atlatls, and later bow and arrow are used to acquire game; flaked stone tools are necessary to process kills and to shape wood, bone, and process hides; clothing and shelter are crucial for thermoregulation; fire making paraphernalia is necessary for cooking, heat, and light. Slings, baskets, and pottery facilitate transport and storage; boats expand foragers; ranges to include lakes and oceans; fishhooks and cordage make coastal habitats rich sources of protein.” (Boyd et al., 2013, p. 142).

Another important source of evidence for the value of cumulative cultural evolution is from numerous natural experiments where explorers (usually European) arrived in a new location with more advanced technology but no cumulative knowledge of the local environment. These “lost explorer experiments” have a remarkably similar storyline (Boyd et al., 2013; Henrich, 2016). European explorers arrive at a new location inhabited by smaller-scale societies. These are societies that the explorers perceived as being less sophisticated with technology that was much less advanced. The expedition experiences unexpected circumstances which require the explorers to remain in the new lands longer than their provisions allow for, which forces them to live off the land as the indigenous population does. Despite having more scientific knowledge and more resources, including manufactured survival equipment, the explorers never fair well and often die. Without the benefits of cumulative cultural evolution, they are not able to survive let alone thrive in the new setting.

One of the more notable examples among these natural experiments is the Franklin Expedition of 1846 in which the explorers starved to death on King William Island, where indigenous Inuit had lived successfully for over 700 years (Boyd et al., 2013). Two particularly telling examples are the 1860 Burke and Wills expedition in Australia and the Narvaez expedition in what today is Florida. They show that an exception to the standard story appears to only occur when the lost European explorers engage in cumulative cultural evolution, learning the culture of local populations. In the case of the Burke and Wills expedition, at one point the explorers were saved by indigenous hunter-gatherers, who showed them how to make bread from a seed called ‘nardoo,’ which could be pounded, made into flour, and baked as bread. However, the explorers didn’t follow the indigenous cultural practices of preparing the nardoo precisely. They did not leach the flour with water extensively, they did not expose the flour to ash during heating, and they did not eat the nardoo from mussel shells. It turns out that each of these was an important detoxification practice that combats the high levels of thiaminase in
nardoo. In the end, despite the presence of abundant food around them, Burke and Wills both died. There was one additional person, named King, on the expedition who survived long enough to be saved. How did he do it? By living among the local population. In other words, by completely relying on their cumulative cultural knowledge (Henrich, 2016, pp. 27–30). In the Narvaez expedition, of the 300 original conquistadors that were part of the expedition, four individuals were able to survive, but again, this was only because they lived among the local indigenous population (Henrich, 2016, pp. 30–31).

Another source of evidence for the benefits of cumulative cultural evolution is from experiments intended to test for the benefits of this mechanism. Muthukrishna et al. (2014) designed an experiment where participants are asked to undertake a difficult task that they have no prior experience with. The experiment was designed to mimic the process of cumulative cultural evolution and to vary its presence. All versions of the experiment had 10 generations and information sharing across generations. The experiment was incentivized so that participants’ payoffs were increasing in their performance and in the performance of subsequent generations. In one treatment, which was intended to model greater access to cumulative cultural evolution, participants in generations 2 to 10 had access to guidance from all five participants of the previous generation. In the other, which was intended to model less cumulative cultural evolution, the participants only had access to information from one of the five participants of the previous generation.

There were two versions of the experiment, each with a different task. In one, participants had to create an image using software on a computer. The information that was transmitted between generations was the created image and two pages of written notes/tips from one or five participants (depending on treatment) from the previous generation. In the other, participants had to tie a system of knots using rock-climbing equipment. In this experiment, participants had access to an instructional video created by one or five participants from the previous generation.

The authors find strong evidence that performance on the tasks was better in the versions of the experiment that allowed for greater cumulative cultural evolution. These participants had more information when starting and therefore didn’t need to ‘reinvent the wheel.’ In this setting, learning from an accumulated body of knowledge helped them avoid common pitfalls and to gain important insights more easily than if they were learning on their own.

As I will discuss below, a number of findings within the economics literature regarding puzzling aspects of technology and innovation provide evidence in support of models of cumulative cultural evolution. Or put differently, models of cumulative cultural evolution provide a useful framework that can help economists make sense of the process of innovation. I return to this in Section 3.3.2.

### 3.3 Insights from a recognition of history as evolution

I now turn to a discussion of how an evolutionary framework provides a range of insights relevant for economics. At this point, a few caveats are in order. Although I have organized these insights into subsections, the ideas do not necessarily flow from one subsection to the next. These should be thought of as disparate insights that have come to me from reading the cultural evolution and economic history literature in tandem. In addition, in no way do I think that the insights and connections described below are complete or even representative. My sense is that they are still just the tip of the iceberg in terms of fruitful ideas and research that will emerge from a more evolutionary perspective within economics.
3.3 Insights from a recognition of history as evolution

3.3.1 Environmental mismatch

An important consequence of cultural evolution is that it can result in environmental mismatch. To see this, we return to the model of Rogers (1988). In the model, the benefit of culture is that it saves on information acquisition costs. However, the cost is that when the environment changes, traditionalists (i.e. those who rely on culture for decision making) do not choose actions that respond as quickly to the environment as non-traditionalists do. To see this, consider Fig. 3.2, which shows how the actions chosen in society respond to a change in the state of the world that occurs between periods 0 and 1. Different paths are reported, each for a society with a different equilibrium proportion of traditionalists (which is due to differences in the underlying $\Delta$). As shown, societies with fewer traditionalists (low $x^*$) respond more quickly and more fully to a change in the environment.

In the model, many individuals continue to choose the old action after the state changes. This is an example of environmental mismatch. These individuals are choosing an action that is optimal for a past environment but not for the current environment. When actions are chosen based on culture, episodes of mismatch can occur.

The most well-known examples of mismatch are actually from evolutionary biology. One is sea turtles. The mothers leave the ocean, come to shore, and bury their eggs on sandy beaches. Once the sea turtles hatch, they need to make their way back to the ocean. They have evolved a method that allows them to do this simply. After they are born, at night, they head directly towards any bright light. In their natural environment, the only bright light is the reflection of the moon off of the water. By moving in the direction of the moon’s reflection, sea turtles are able to navigate towards the water (Ehrenfeld and Carr, 1967). This evolved mechanism worked extremely well until the environment changed. In the modern world, where cities and freeways with bright lights are often located next to...
beaches, this biological heuristic works less well. Instead of heading towards the ocean, baby turtles move towards city lights which are in the opposite direction of the ocean (Salmon et al., 1995). This is an example of mismatch. A trait that worked well in the environment in which it evolved works poorly in the current environment.

Another commonly cited example is the dodo bird (*raphus cucullatus*), which is a bird that lived on the Island of Mauritius. A sketch of the bird from 1626 is shown in Fig. 3.3. Because of a scarcity of berries and other food during certain times of the year, dodo birds developed accumulations of fat on their bodies. They lost the ability to fly but developed a keen sense of smell that allowed them to track down the limited amounts of berries that existed during seasonal scarcity. Because there were no predators on the islands, they didn’t develop special strategies to hide or protect their eggs. In all, they were well-adapted to their environment (Claessens et al., 2015; Gold et al., 2016). However, after human contact, predators like pigs, rats, and dogs were brought to the islands. The unprotected eggs and the flightless birds did not fare well and the species soon became extinct.

The notion of mismatch provides a framework that provides a deeper understanding of recent empirical findings from the historical economics literature. For example, the finding that Africa’s slave trades reduced contemporary levels of trust from Nunn and Wantchekon (2011), combined with the evidence that increased trust is associated with higher incomes at both the country- and individual-level (Algan and Cahuc, 2010; Butler et al., 2016), suggests that the current levels of trust within Africa may
be suboptimal. They may have been well-suited to the 400-year period of intensive slave raiding that the continent experienced, but they are likely lower than optimal in the current environment.

One of the nicest historical examples of mismatch is from Avner Greif’s (1989, 1993, 1994) studies of the Maghribi and Genoese merchants of the Medieval Mediterranean. One group, the Maghribi traders, were Jewish traders who had migrated from Baghdad to Tunis and had adopted the values of Muslim society. They began trading in the early 11th Century. According to Greif, their merchant-agent relationships relied on information sharing. If an agent cheated a merchant, then no other merchants would hire the agent. This created a form of collective punishment, which required information sharing and the formation of dense information networks. The other group of traders in the region at the time were traders from Genoa, who did not engage in the same form of collective punishment of cheating agents. Instead, they were highly individualistic and did not engage in information sharing. The wage that had to be paid to keep an agent from cheating was lower in the collectivist regime of the Maghribi than under the individualistic regime of the Genoese.9

From the early 11th to 12th Centuries, trade between Spain and Constantinople expanded significantly. In response, the Genoese expanded by creating new merchant-agent relationships with non-Genoese. A consequence of this is that formal organizations and legal practices developed to facilitate these forms of cross-group exchange. The institutions that emerged were helpful for longer-term economic development (Greif, 1994). By contrast, the Maghribi, because of the equilibrium they were in, could only expand by creating new merchant-agent relationships within their own group. Thus, more formal institutional structures did not develop and commerce continued to rely on informal enforcement mechanisms such as social norms of group punishment.

Another example of mismatch is highlighted by the recent study by Alesina et al. (2013a), which measures perceptions of intergenerational mobility in Sweden, Italy, France, the U.K., and the United States. The authors find that the sample from the United States has, by far, the most optimistic perceptions of the amount of economic mobility in their country. This is particularly striking since the United States has the lowest mobility of the countries studied. In addition, for the other countries, the measures of perceived mobility and actual mobility are pretty similar. For the United States, perceived mobility is far from actual mobility. Thus, the United States appears to be a clear outlier in terms of its perceptions about mobility.

While this has yet to be studied thoroughly, the origins of this misperception are most likely due to the fact that in the 19th Century, the United States was a settler economy with very high levels of mobility, and much higher than other comparable countries, like Great Britain, at the time (Long and Ferrie, 2013). It was likely this environment that generated some of the values and beliefs that are particularly American, such as a belief in the American Dream (anyone can make it if they work hard enough), a desire to have limited government, and a limited set of policies that economically support the population and/or redistribute income, such as universal health care or high-quality public schooling. While other factors are clearly important, such as the history of race relations, a key determinant of these beliefs is likely the high mobility experienced in the U.S. historically. While these beliefs may
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9 In addition, the Maghribi system also featured other benefits. Merchants could use each other as agents. If a merchant-agent was dishonest, then other merchants could punish the merchant-agent by not punishing agents who had cheated that merchant. This additional threat meant that the efficient wage need to pay a merchant-agent to keep them from cheating was even lower (Greif, 1994).
have been accurate and well-suited for the historical setting, it is less clear that they are well-suited to
the current environment.

Viewing the world through the lens of mismatch also generates insights that are important for policy.
One example of this is the recent paper by Heller et al. (2017), which examines the effectiveness of
a series of interventions from 2009 to 2015 aimed at improving the outcomes of disadvantaged youth
from Chicago. One was a one-year program called ‘Becoming a Man’ (BAM), which was developed by
the Chicago nonprofit Youth Guidance. The other was a version of the same program that was stretched
out over two years. The programs comprised 2,740 and 2,064 randomly-chosen youth, respectively.
Both versions of the program had significant effects. They reduced total arrests by 28–35%, arrests for
violent crime by 45–50%, and arrests for other crimes by 37–43%. The authors also found persistent
effects on schooling outcomes: graduation rates increased by 6–9 percentage points. The third program
had many of the same elements of BAM but was implemented among high-risk juvenile arrestees by
the Cook County, Illinois Juvenile Treatment Detention Center. This program was also very successful,
reducing readmission rates to the detention center by 21%.

The authors also study potential mechanisms that could explain the results. They find that the
evidence points to one aspect of the interventions being particularly important. To understand the
mechanism, we must first recognize that much of our behavior is driven by automatic impulses –
what Daniel Kahneman (2011) calls ‘system 1’. (For cultural economists and those studying cultural
evolution, system 1 is closely associated with transmitted cultural values and beliefs.) This is also true
for the youth in the programs, who are from distressed neighborhoods where being aggressive and
fighting is often necessary to save one’s reputation. However, these automatic responses, although gen-
erally adaptive to the youth’s environment, may not be the best response in many situations, like in
school. The programs helped students develop the mental tools necessary to switch from an automatic
reaction based on system 1 responses to one that is more thoughtful, takes into account the specifics of
the situation, and relies on system 2 thinking, which is more slow and deliberative. According to the
authors, a key consequence of the experiments is that they teach “a greater sense of occasion” (Heller
et al., 2017, p. 6).

This example illustrates that one solution to cultural mismatch is to attempt to reduce the reliance
of decision-making on the cultural trait. In this case, there was a reduction in the reliance on system 1
and an increase in the use of system 2. The study also provides an excellent example of how knowing
the cultural and psychological roots of behavior can help design policy that can effectively improve the
actions and outcomes of those involved.

Another example of mismatch and its implications for policy is explored in the recent study by
Bursztyn et al. (2020). The authors study Saudi Arabia, a setting that is much less supportive of fe-
male employment outside of the home than the rest of the world. The authors study a sample of 500
college-educated, married men, aged 18–35, from the city of Riyadh. Participants were divided into
groups of 30 individuals from the same neighborhood. They were then asked whether or not they agree
that “women should be allowed to work outside the home,” as well as their guess about the number of
members of their group who hold this view. The authors found that individuals systematically underes-
timated the support for women working outside the home. This mismatch between beliefs of the norms
held by others and actual norms in the population can be understood as a form of mismatch. Within
Saudi Arabia, in recent decades beliefs about women’s work have been changing.\textsuperscript{10} Thus, beliefs about norms, which evolved in a previous environment, are not accurate in the current setting.

The authors then test whether the perceived and actual norms of others can be more closely aligned by providing participants with information about the survey-based self-reported beliefs of others within their group. For a randomly-selected half of the sample, this was done. They find that the information provision increased the likelihood that participants signed their wives up for a job-matching service, and that their wives had applied for a job or had interviewed for a job 3–5 months after the experiment. Not surprisingly, the effects are greater for those who had larger initial misperceptions. Thus, the study documents the presence of mismatch and shows how information provision can reduce its severity.

### 3.3.1.1 Endogenous mismatch

Recent research on the origins of the Industrial Revolution can be viewed through the lens of mismatch where the change in the environment is endogenous to the strength of tradition in society. To see this, we again return to the model from Rogers (1988). In the model, the stability of the environment $\Delta$ was exogenously given. However, in reality, there are many examples of the external environment – such as economic conditions, politics, technology, etc. – being determined by human actions. Further, the rate of technological innovation, economic growth, and political change, itself, can be endogenous to the tradition in society.

Joel Mokyr (2018), in his book *Culture of Growth*, argues that a crucial determinant of the 18th Century Industrial Revolution in Western Europe was the novel belief that it was acceptable for younger generations to question the wisdom of the previous generations. This change in thinking resulted in a cultural belief that it is possible and desirable to understand how the natural world works. This, in turn, resulted in innovation and knowledge creation, which created the productivity gains of the Industrial Revolution. Mokyr (2018) argues that the presence of this new cultural trait – a weakening of the importance placed on traditional ways of thinking – was present in Western Europe but not China, which explains why, despite similar levels of economic development, the Industrial Revolution did not occur in China. He argues that “the heavy hand of the respect for the ‘ancients’ was felt through much of Chinese history” (p. 298). According to his argument, a weakening of tradition, and the resulting cultural change, are key determinants of the Industrial Revolution and the World’s current economic prosperity.

Within this model, this means that in addition to instability $\Delta$ affecting tradition $x^*$, tradition $x^*$ can also affect instability $\Delta$. We can extend the Rogers model to incorporate this mechanism by assuming that the rate of change $\Delta$ is decreasing in the proportion of traditionalists in the economy $x$: $\Delta(x)$ and $\Delta'(x) < 0$.

We can also add technological progress to the model by altering the payoffs such that the payoff to a matching state and action is $\pi + \beta$ (rather than $\beta$) and to a mismatching state and action is $\pi - \beta$ (rather than $-\beta$), where $\pi$ can be thought of as the level of technology in the society. Following the logic of Mokyr (2018), assume that increases in $\pi$ occur as a by-product of the information acquisition of non-traditionalists. Therefore, the growth of $\pi$ is a decreasing function of the proportion of traditionalists in the economy: $\frac{d^2}{dx^2} \pi(x)$ and $\frac{d}{dx} \pi'(x) < 0$. Further, assume that instability is driven solely by technological

\textsuperscript{10} For example, according to the Global Gender Gap Index, the ‘economic participation and opportunity’ score for Saudi Arabia increased from 0.24 in 2006 to 0.38 in 2020. In addition, if one looks at the data for Saudi Arabia from the Arab Barometer, one finds strong evidence that individuals born in more recent years have views that are more supportive of women’s employment.
innovation and, therefore, instability is increasing in the rate of technological change: \( \Delta \left( \frac{\dot{\pi}}{\pi} (x) \right) \) and \( \Delta' \left( \frac{\dot{\pi}}{\pi} (x) \right) > 0 \). From this it follows that instability \( \Delta \) is a decreasing function of the prevalence of tradition \( x \) in society: \( \Delta(x) \) and \( \Delta'(x) < 0 \).

This setting gives rise to multiple stable equilibria. To see this, first consider an equilibrium where the proportion of traditionalists is high. As a consequence, there is little technological change and the environment is stable. Because of the stability of the environment, the relative benefit of tradition is high, which sustains the high proportion of traditionalists. Thus, such an equilibrium is stable. Second, consider an equilibrium where the proportion of traditionalists is low (even zero). In such an equilibrium, there is a lot of trial-and-error learning, which generates rapid technological change and a highly unstable environment. This in turn results in a relatively low benefit of tradition, which sustains the low proportion of traditionalists. Thus, such an equilibrium is also stable.

To see this more formally, recall the payoffs of the two types:

\[
\Pi_T = \pi + \beta (1 - x) (1 - \Delta) \\
\Pi_{NT} = \pi + \beta - \kappa.
\]

Assume that the probability that there is no shock in a generation, \( 1 - \Delta \), is given by the following function: \( 1 - \Delta(x) = x^\theta \) for \( \theta \in [0, 1] \). With this, the expected payoff of a traditionalist then becomes:

\[
\Pi_T = \pi + \frac{\beta (1 - x) x^\theta}{1 - x^\theta + 1}.
\]

The payoffs of the two types are shown in Fig. 3.4 for the case where \( \theta = 1/2 \). The payoffs to non-traditionalists remain unchanged since they do not depend on \( \Delta \). The payoffs to traditionalists are now increasing in the proportion of traditionalists \( x \). This is because the higher the proportion of traditionalists in the economy, the less innovation, the more stable the environment, and the greater the benefits of tradition. From the figure it is also clear that the level of technology, \( \pi \), does not affect the equilibrium. This is because \( \pi \) affects the payoffs of both types symmetrically and additively.

The figure also shows that, with endogenous \( \Delta \), there can be multiple equilibria. In one equilibrium, \( x^* = 1 \). Since the proportion of traditionalists is high, economic growth is low, and the environment is stable. This can be thought of as a traditional low-growth equilibrium. In the other equilibrium, \( x^* = 0 \), since the proportion of traditionalists is low, there is rapid economic growth, and the environment is more dynamic. In the figure, \( x^B \) denotes the boundary of the basins of attraction of the two equilibria. Any initial population distribution of traditionalists greater than \( x^B \) eventually converges to the \( x^* = 1 \) equilibrium. Initial population distributions less than \( x^B \) converge to the \( x^* = 0 \) equilibrium.

A necessary condition for multiple equilibria to arise is that the cost of information acquisition, \( \kappa \), must be sufficiently high; namely, \( \kappa > \beta \theta \). If this is not satisfied, then the equilibrium with \( x^* = 0 \) is unique. Intuitively, if acquiring information is sufficiently easy, then traditionalists are not present in equilibrium.

---

11 The payoffs shown are for the scenario where information acquisition costs are sufficiently high; namely, \( \kappa > \beta / 3 \) (or \( \kappa > \beta \theta / (1 + \theta) \) in the more general case). This condition is discussed further below.
3.3 Insights from a recognition of history as evolution

FIGURE 3.4
The equilibrium proportion of traditionalists (T) and non-traditionalists (NT), assuming the instability of the environment is endogenous to learning by NT (and $\theta = 1/2$).

Mokyr’s description of the industrial revolution is one where society transitioned out of the $x^* = 1$ equilibrium, which featured no (or little) information acquisition and strong importance placed on following the beliefs and actions of previous generations. Because of the strong reliance on tradition, the external environment was stable, which meant that reliance on tradition was efficient.

In this setting, a society transitioning from the former to the latter equilibrium requires a reduction in the number of traditionalists below $x^B$. Once this occurs, economic growth increases and the environment becomes less stable, which further reduces the benefits to tradition.

3.3.2 Education and cultural evolution

I now turn to a discussion of how cultural evolution provides a deeper and more realistic understanding of education, human capital, and innovation. To see this, I return to the definition of culture. Within the cultural evolution literature, the standard definition is something like: “[culture is] the transmission from one generation to the next, via teaching and imitation, of knowledge, values, and other factors that influence behavior. Cultural transmission may have a variety of structures... For example, parents may enculturate their offspring or peers may enculturate each other.” (Boyd and Richerson, 1985, p. 2). This definition is very similar to the standard definition that has emerged in the field of historical development and cultural economics. For example, Guiso et al. (2006) define culture as “customary beliefs and values that ethnic, religious, and social groups transmit fairly unchanged from generation to generation.” (p. 23).
At first glance, the two definitions of culture appear essentially identical, which is not surprising since the cultural economics literature builds upon the cultural evolution literature. Both definitions describe the transmission of values and beliefs from one generation to the next.¹² A small but important difference is that “knowledge” and its transmission is mentioned in the definition of Boyd and Richerson (1985) but not Guiso et al. (2006). This is actually an important difference in how culture is defined in the two fields. Within economics, the accumulation and transmission of knowledge within or across generations is not culture. That is human capital. When I first came across the definition from evolutionary anthropology, my immediate reaction was likely the same as your reaction now. Knowledge and technology are conceptually very different from culture. They are examples of human capital and not of culture. But, I have come to realize that, in general, the difference is not clear and making a conceptual distinction between the two is often problematic and not particularly helpful.

Take the example of how to create arrows that are used for hunting. Henrich (2016) describes this process for the indigenous hunter-gatherers of Tierra del Fuego. This production process is relatively simple, requiring only fourteen steps and six material inputs. Henrich (2016, p. 107) describes some of the steps and I quote him directly:

- The process begins by selecting the wood for the shaft, which preferably comes from chaura, a bushy, evergreen shrub. Though strong and light, this wood is a nonintuitive choice since the gnarled branches require extensive straightening. (Why not start with straighter branches?)
- The wood is heated, straightened with the craftsman’s teeth, and eventually finished with a scraper. Then, using a preheated and grooved stone, the craftsman presses the shaft into the grooves and rubs it back and forth, pressing it down with a piece of fox skin. The fox skin becomes impregnated with the dust, which prepares it for the polishing stage. (Does it have to be fox skin?)
- Bits of pitch, gathered from the beach, are chewed and mixed with ash. (What if you don’t include ash?)
- The mixture is then applied to both ends of a heated shaft, which must then be coated with white clay. (What about red clay? Do you have to heat it?) This prepares the ends for the fletching and arrowhead.
- Two feathers are used for the fletching, preferably from the left wing of the bird, and vice versa for the lefties. (Does this really matter?)
- The feathers are lashed to the shaft with sinews from the back of the guanaco, after they are smoothed and thinned with water and saliva. (Why not sinews from the fox that I had to kill for the aforementioned skin?)

Learning how to successfully create arrowheads requires years of apprenticing. The knowledge, much of which is tacit, is taught over an extended period of time and much of it is codified in terms of tradition. The underlying mechanics and reasons that a certain feather is used or a certain type of wood is used are not understood. Instead, the learning is of culture and traditions. In this case, culture is synonymous with knowledge and human capital.

There are numerous examples where the accumulation of human capital is really cultural transmission – i.e., information and knowledge that is transferred through cultural learning. Such examples are

¹² It is true that the definition of Guiso et al. (2006) does not mention transmission between those of the same generation (horizontal transmission). However, it is clear that the cultural economics literature does not exclude this form of transmission.
also present within the economics literature, although this is often referred to as ‘tacit knowledge’ ac-
quisition rather than cultural transmission. One example is the famous case of Desh Garments, where
as part of a 1980 joint venture agreement between South Korea’s Daewoo and Bangladesh’s Desh gar-
ments, 130 workers from Desh garments were brought to a Daewoo garment plant located in Busan,
South Korea (Easterly, 2001). This episode of cultural transmission had a dramatic effect on garment
production in Bangladesh. Annual production increased from 43,000 shirts in 1980 to 2.3 million in
1987. Of the 130 Desh workers who had traveled to South Korea, 115 of them left Desh garments to
start their own garment companies at some point in the 1980s.

Another example, but in a more controlled setting is from an experiment that intentionally varied
the amount of cultural transmission to textile firms in India (Bloom et al., 2013, 2020). The authors
study 17 firms that comprise 28 medium-sized (100-1,000 employees) family-owned textile plants, lo-
cated in Maharashtra, India. Fourteen of the 28 plants received five months of extensive management
consulting, which was valued at $250,000. The consulting was intended to improve management and
operations within the plants. They found that in the months following the study, the treatment resulted
in fewer defects, inventory savings, and higher total factor productivity. Nine years after treatment, they
found that although about half of the previously adopted management improvements had been aban-
donied, the treated plants still were much more productive than the non-treatment plants. In addition,
they found additional forms of cultural transmission. The practices had fully spread to non-treatment
plants (even those not involved in the experiment at all) that belonged to the same company (i.e., firm)
as a treatment plant. Thus, cultural knowledge was transmitted fully within the company.

A theoretical model of such processes of cultural transmission was developed by Henrich (2004b).
To anthropologists, the model is one of cultural transmission. To economists, it is one of human capital
accumulation. In the model, in each period there is a role model. Depending on the setting, this person
could be a master craftsman, the village sage, or even a professor of economics. There are \( N \) pupils who
learn from the role model, who is the most prolific and highly skilled individual of their generation.
After learning from this teacher, the cultural knowledge / human capital of the pupils is determined
from a draw from a distribution. The person with the highest draw then becomes the next role model
who conveys their knowledge to the next generation.

Let \( z_i \) denote the level of cultural knowledge and human capital of individual \( i \). The role model’s \( z \)
is denoted \( z_{\text{max}} \) and is shown by the vertical line in Fig. 3.5. Also shown is the probability distribution
of draws of \( z \). In the original model, it is assumed that the distribution is Gumbel \( (\alpha, \beta) \), but subsequent
studies find that the predictions hold for a large class of distributions (Vaesen, 2012).\(^{13}\) Because the
role model is the individual with the highest skill in the previous generation, as shown in Fig. 3.5, each
student’s \( z_i \) tends to be lower than that of the role model.

Because the frontier of knowledge of the next generation, measured by the \( z_{\text{max}} \), is governed by the maximum draw of \( z \) in that generation, a larger population (and therefore more draws), will result in a
higher level of skill for the role model. For the Gumbel distribution, the level of skill of the role model
is given by

\[
z_{\text{max}} = \alpha + \beta (\gamma + \ln N)
\]

\(^{13}\) Also see Kobayashi and Aoki (2012) for various extensions of the model, including allowing for the more-realistic assumption that role models are chosen from an individual’s network of acquaintances.
where $\gamma$ is the Euler-Mascheroni constant, which is approximately 0.5772. In addition, the growth in the average level of human capital in the economy is given by

$$\Delta z = -\alpha + \beta (\gamma + \ln N).$$

In other words, for sustained knowledge growth (or cumulative cultural evolution), the population has to be sufficiently large. In addition, if the population is below a threshold size, then it can experience technological regress. Henrich (2004b) uses these predictions to explain the technological regress observed in Tasmania after it was separated from Australia due to the rising sea levels during the Holocene glacial retreat.

The important point here is that a model of cultural evolution is isomorphic to a model of human capital accumulation. In this sense, given that human capital has been at the core of our discipline for centuries, it turns out that we have been believers in culture all along.

### 3.3.2.1 Innovation and the collective brain

To drive home the similarity of cultural transmission and knowledge accumulation, both empirically and theoretically, I will compare two ways of thinking about knowledge. One will be familiar to the reader and is at the center of endogenous growth theory. The other, which will be less familiar, is from evolutionary anthropology and emphasizes the fact that knowledge creation occurs through a process of cumulative cultural evolution and cultural transmission.

As a conceptual framework to aid in the discussion, consider the following setting. Society has a population of size $L$. Assume that the fraction $\gamma$ of the population $L$ is exposed to a role model and thus has the opportunity to innovate. For those with this opportunity, innovation occurs with probability $\mu$. 
The extent to which an innovation diffuses into the aggregate economy (e.g., through social learning or cultural transmission), which raises knowledge growth $\dot{A}/A$, is increasing in the connectivity and cohesiveness of the population $\theta$. Thus, knowledge growth is given by:

$$\frac{\dot{A}}{A} = \gamma \mu \theta L.$$  

This is a highly-simplified version of an endogenous growth model with scale effects (meaning that the rate of innovation is increasing in the population size). However, it can also be interpreted as a representation of the notion of the ‘collective brain’ from evolutionary anthropology (Muthukrishna and Henrich, 2016). (I return to a detailed discussion of this concept below.)

Research within the field of economics has tended to focus on two terms in Eq. (3.2). The first is population size, $L$. The (initially surprising) prediction that the rate of technological change should be increasing in the size of the population, $L$, was famously tested and confirmed by Kremer (1993). The second area of focus has been on the level of human capital (e.g., health or education) which is an important determinant of $\mu$ (Mankiw et al., 1992).

While research within cultural evolution has recognized the importance of scale effects (e.g., Derex et al., 2013), it has also emphasized the importance of parameters associated with cultural transmission of ideas; namely the amount of connectivity and social learning within a population: $\gamma$ and $\theta$. The parameter $\gamma$ captures aspects of a society that influence the extent to which all individuals are able to participate in the innovative process. Inclusivity can be along the lines of gender, socioeconomic status, race, ethnicity, place of birth, etc. The parameter $\theta$ can be thought of as capturing how cohesive or connected a population is, which facilitates the diffusion of existing knowledge and the creation of new innovations. Within the literature, this is viewed as the first-order determinant of a society’s success. As Joseph Henrich (2004b, p. 214) puts it: “If you want to have cool technology, it’s better to be social than smart.” The focus on these determinants of aggregate knowledge, which are inherently social, has been developed within a conceptual framework called the ‘collective brain’ (Muthukrishna and Henrich, 2016). Within this framework, the key to knowledge creation is cumulative cultural evolution and social learning. This is what effectively allows humans to have access to a larger repertoire of knowledge and technology that could ever fit into any one individual’s brain. This larger network of knowledge is our ‘collective brain’.

This perspective provides insight into findings from recent research within economics that seeks to understand the determinants of innovation within the United States. Bell et al. (2019) use data from 1.2 million inventors linked to tax records to document the determinants of innovation within the United States, paying particular attention to factors related to the childhood environment. They document significant variation across the United States, with the U.S. South having particularly low levels of innovation. While a modest portion of this is explained by educational attainment, they find other factors to be even more important, including race, gender, and parental income. Interestingly, these effects are most pronounced for the most highly educated children, suggesting that education may be a necessary but not sufficient condition for innovation. There appears to be a missing ingredient that is

---

14 Interestingly, this prediction was also confirmed by anthropologists who found a strong positive relationship between population size and the number and complexity of pre-industrial marine tools across Polynesian islands (Kine and Boyd, 2010).
needed beyond education and one that is correlated with observables like race, income, or residential location.

The study then attempts to better understand this missing ingredient. Although they do not use this terminology, the patterns they find are exactly those that are predicted by models of the ‘collective brain’ that feature cumulative cultural evolution. They find that the children of inventors are more likely to be inventors themselves. This itself is not particularly surprising, but they also find that the innovation of the children tends to occur within the same fine-grained technology class as their father. The most likely explanation for this is role-model effects and the transfer of cultural knowledge from fathers to sons. The evidence is not consistent with this being the intergenerational transmission of more general human capital or knowledge which is more relevant for certain technology classes. Child innovation plummets drastically within technology classes that are only one or two classes away from those of the parents’ innovations, which is consistent with specific knowledge being transmitted from parents to children.

These findings may be surprising when one is working within the traditional view of innovation in economics, where an innovator is tinkering in their garage and comes up with a new invention. However, the collective-brain framework has cumulative culture and social learning at its core. Because innovation is social and cumulative, it will not occur unless an individual is exposed to ideas, beliefs, values, and mental models taught by another individual. Since vertical transmission of culture from parents to children is the core mode of cultural transmission, it is not surprising that a child’s ability to innovate depends on the cultural knowledge of their parents. As Muthukrishna and Henrich (2016, p. 4) put it: “The most basic structure of the collective brain is the family. Young cultural learners first gain access to their parents, and possibly a range of alloparents (aunts, grandfathers, etc.).”

Bell et al. (2019) also test for the importance of another form of cultural transmission – oblique transmission – although the authors do not use this terminology and instead refer to this as transmission from “parents’ coworkers to children.” They calculate the patent rate among workers in the father’s (NAICS 6-digit) industry of employment. They find that the rate of innovation in their father’s industry of employment is strongly predictive of child innovation as an adult. In addition, they also find that, here too, the child’s innovation tends to occur within the same technology class as the innovation of the parents’ coworkers.

Although the paper does not have a theoretical framework, the authors’ conceptualization of the mechanisms at play is described as follows: “the data point to mechanisms such as transmission of specific human capital, access to networks that help children pursue a certain subfield, acquisition of information about certain careers, or role model effects.” (Bell et al., 2019, pp. 688–689). In other words, the authors are describing a model of the collective brain, where knowledge and innovation occur through cumulative cultural evolution and social learning.

Complementary evidence for the importance of social learning for innovation can be found in a recent study by Andrews (2019) that looks at the effects of U.S. prohibition against alcohol in the early 20th Century. Recognizing the importance of bars, taverns, and saloons for building network connections that facilitated knowledge flow, he estimates the effects that prohibition, which legally penalized these establishments, had on inventive activity as measured by patenting rates. He finds that after the imposition of state-level prohibition, previously wet counties had 8–18% fewer patents per year relative to consistently dry counties. Thus, removing these locations of connectivity had sizeable detrimental effects on innovative activity.
The logic of cultural evolution, and its connection with technology, innovation, and productivity, helps us to understand the long-term permanent effects of historical events that (temporarily) reduced a population’s inclusiveness. An example is slavery within the United States, where a large proportion of the population was restricted from basic rights and freedoms. Even following the abolition of slavery, intimidation, violence, fear, and discriminatory policies were used to further exclude Americans of African descent. The relationship between slavery and long-term underdevelopment has been well-documented (e.g., Mitchener and McLean, 2003; Nunn, 2008). More specific to the mechanisms of cultural evolution and innovation, Cook (2014) studies the effects of race riots and lynching on the patent rates of African Americans. According to her estimates, these acts of violence reduced African American patenting by 15% annually between 1882 and 1940. This is a sizeable effect and its persistence is a likely determinant for the racial differences in innovation documented by Bell et al. (2019).

According to the logic of the ‘collective brain’, when a group is excluded or discouraged from participating in cumulative knowledge creation, this decreases innovation not only in the current period but also in all future periods.

A potentially important factor affecting a society’s level of connection and cohesion – \( \theta \) in Eq. (3.2) – is generalized trust. There is a strong positive relationship between generalized trust and per capita income. This is found whether one looks across countries, U.S. states, or European regions, and has shown to be causal (Algan and Cahuc, 2010, 2013). We also know that part of the effect of trust on income is due to the effect of trust on innovation and knowledge creation. Micro-level evidence for this is found in a recent study by Nguyen (2018) that studies the CEOs of 3,598 public firms in the United States. She collects information on the ancestry of the CEO and of all inventors within the firm and finds that across firms, innovation is more rapid and of higher quality if the CEO is from a place with higher levels of trust in general and with higher levels of trust in the ancestral origins of the inventors in the firm.

The economic benefits of trust raise the question of why all countries do not have higher levels of trust than they do. One explanation for this is that historical events can have persistent adverse effects on trust (Nunn and Wantchekon, 2011; Alsan and Wanamaker, 2018; Lowes and Montero, 2017). Alternatively, societies may be stuck in ‘distrust traps,’ where economic activity is low because trust is low which maintains low levels of trust (Guiso et al., 2008).

A third explanation for this is more subtle and stems from the fact that the positive relationship between trust and income is only found at the society level – e.g., regions or countries. When one looks at the individual level, the relationship is actually not positive and monotonic but hump-shaped (Butler et al., 2016). That is, too high a level of trust is associated with less, and not more, income. Thus, while high levels of trust are associated with better outcomes at the society level, this is not necessarily the case at the individual level. This suggests that trust, like other prosocial cultural traits, is subject to a trade-off between what is optimal for the individual and what is optimal for society.

Another example of the connection between models of the collective brain and research in economic history can be found in studies of international contact and migration, which can be thought of as ways to increase the size, diversity, and connectivity of the collective brain. Consistent with theory, immigration has been shown empirically to be associated with higher incomes, more innovation, and stronger international business connections, in the short-, medium-, and long-runs (Burchardi et al., 2019; Sequeira et al., 2020). The effects that connectivity can have on economic activity were recently studied by Campante and Yanagizawa-Drott (2018), who document a strong effect of the presence of direct flights between cities on foreign ownership links between these locations.
3.3.3 How and why history matters

As we have noted, an important aspect of cultural evolution is that it is cumulative. As with biological evolution, the benefit of any possible mutation (and what the optimal next improvement is) depends on the current state of the organism and the environment. In addition, progress must be made in a series of incremental steps (one is not able to jump to a completely different configuration), and each incremental step has to be one that improves the well-being (i.e., fitness) of the organism.

To convey the basic logic of this, Richard Dawkins (1996) in his well-known book *Climbing Mount Improbable* uses the analogy of climbing hills and mountains. One’s location on a slope is the product of a set of cumulative and incremental steps. An additional requirement in an evolutionary setting is that one is only able to move uphill. Since elevation represents the payoff or fitness of an organism, the next step is only taken (i.e., the change made) if it results in an improvement and moves you uphill. Thus, one is not able to move downhill.

An example of this process is shown in Fig. 3.6, which provides a visual metaphor of the evolution of the eye drawn by neurobiologist Michael F. Land (Dawkins, 1996, p. 195). The figure shows a series of peaks, which represent groupings of the types of eyes that have developed in various parts of the animal kingdom. It is estimated that eyes have independently evolved between forty and sixty times (Dawkins, 1996, p. 139). The figure shows numerous peaks, the heights of which provide some sense of how well-functioning the eyes are. The lower peaks represent the presence of photocells that detect light by capturing photons with a pigment and translating them into nerve impulses. The highest ranges are the most complex eyes found in the animal kingdom that provide fine-grained and precise sight.

Two types of peaks are shown: those on the left that represent compound eyes and those on the right representing camera-type eyes. Camera eyes are the eyes that evolved among many mammals including humans. They comprise light-sensitive photocells forming a cup, a pinhole, and a lens (or a curved mirror, denoted by lower peaks). Another completely different type of eye is the compound eye, which is common among insects, crustaceans, and some worms. The main difference here is in how photocells are organized to receive photons. With camera eyes, photo cells are organized as if on the inside of a cup backed by an opaque screen so that they look inwards to each other. By contrast, with compound eyes, the photocells are placed on the outside of the cup, causing them to look outwards in different directions.

In Fig. 3.6, the peaks represent different equilibrium outcomes or effective steady states. It is only at these peaks that there are no additional steps to be taken. No additional movement can put one further up a slope. The compound eye peaks are drawn to be lower than the camera eyes. This is because compound eyes are not able to see in as much detail as camera eyes unless they are extremely large. For example, for humans to see as well with a compound eye as with our camera eye, the compound eye would have to be 24 meters in diameter (Dawkins, 1996, p. 181).

Now imagine that one is at one of the compound-eye peaks in Fig. 3.6. Can one move to one of the even higher peaks within the camera-type eye mountain range? The answer is no. This would require one to move downhill which is not allowed with evolution. Effectively, there is a valley between the two peaks that cannot be crossed.

To see why the ‘no-downhill’ rule has bite, let’s consider a concrete example. One characteristic of camera eyes is that the image that is formed is upside down. With compound eyes, the image is right-side up. Thus, if an organism that had compound eyes evolved to have camera eyes, its image-processing nervous apparatus would no longer match its eyes and it would be worse off. Such an innovation would not survive. The only way that a switch could be made is if an animal completely
lost its image processing nervous apparatus so that with a switch from compound to camera eyes the organism is no worse off.

The analogy of climbing mountains is overly simplistic since it has reduced evolution to three dimensions. In reality, fitness and payoffs depend on many factors, resulting in a setting with very high dimensionality. However, the analogy still provides important insights into path dependence and why sometimes it is very difficult to undo the consequences of previous paths.

I now turn from biological evolution to historical or cultural evolution. As I will show, the same logic applies. Consider an example drawn from a stylized model by Nunn (2007). The model features two cultural types, those who produce and those who engage in predation, stealing from those who produce. Each type has a bundle of cultural traits, including accumulated experience, that supports the activity. The model assumes that each period a thief can steal from at most one producer and producers can only be robbed once. There is perfect information and no search costs. If a producer is robbed, the thief steals a fraction $q$ of the producer’s output, which is given by $A$. We let $x$ denote the fraction of the population with a culture of theft.

The payoffs to the two cultural traits are shown in Fig. 3.7a for different values of $x$. Despite the extreme simplicity of the setting, the model yields multiple equilibria, which are denoted in Fig. 3.7a by $x^*_0$, $x^*_B$, and $x^*_F$. When $x = 0$, the payoff to the cultural trait of hard work is greater than to the trait of theft and this is an equilibrium, $x^*_0$. Here, the only cultural trait that exists is one of hard work. There
are also two additional equilibria, where both cultural traits exist, and the payoffs to the two traits are equal, $x_B^*$ and $x_1^*$. Now consider the fact that cultural evolution is cumulative and that only innovations that improve one’s payoff are adopted. That is, you can only ‘walk uphill’. Such a restriction can be micro-founded by assuming that in each period each individual, with some probability $\alpha$, has an experience that poten-

FIGURE 3.7
Temporary historical events and permanent effects.
tially changes their cultural values.15 As part of this experience, the individual learns the cultural value and payoff of another randomly chosen individual and compares it to their own. If the other person has a different cultural value and a higher payoff is observed, the individual adopts that value with a probability that is equal to $\gamma$ times the difference between the payoffs. As shown by Gintis (1997), given these assumptions one finds that cultural traits grow over time if and only if their average payoffs are higher than the average payoff in the whole population. That is, cultural traits that tend to do better than average grow and those that tend to do worse shrink. Within the model of Nunn (2007), the cultural evolution is given by:

$$\dot{x} = \alpha \gamma \left\{ \Pi_R(x) - \Pi(x) \right\},$$

(3.3)

where $\Pi(x)$ is the average payoff for the whole population, i.e., $x \Pi_R(x) + (1 - x) \Pi_E(x)$.

Given this dynamic, which formalizes the notion that cultural evolution is incremental and cumulative, a number of insights emerge. The first is that one of the three Nash equilibria above is unstable. This is the equilibrium marked $x^B$. It is straightforward to verify that a slight change in $x$ either above or below $x^B$ will generate movements in $x$ away from this equilibrium. Thus, $x^B$ is not a peak, but actually a valley that divides two peaks.

The second insight the model offers is a deeper understanding of why it is so hard for a society stuck in a socially-suboptimal equilibrium to switch to another more socially-beneficial equilibrium. Consider a society, in equilibrium $x^*$. This could describe the low-income situation in many developing countries. Here, average payoffs are comparatively low. Everyone is optimizing. In other words, those at this peak cannot climb any higher. Just as developing countries can see the wealth of rich countries, those at this peak see another higher peak far off in the distance. However, they are not able to get there. Doing so would require individuals to move downhill, adopting behaviors that make them worse off. In this case, this is switching from rent-seeking to production. In popular media, and even journal articles, one regularly observes writers asking the question “why do poor countries stay poor?” Without an evolutionary perspective, particularly one rooted in cultural evolution, this question may appear as a puzzle. However, with this perspective, the reason for this is clear and the question itself seems kind of odd.

Another insight that emerges involves the importance of history. What determines which equilibrium of the two a society is located in? The answer in this setting is history. This is due to the cumulative and incremental nature of evolution. To see this, consider two examples. The first is one where there is stability such that no parameters change over the history of the society. In such a setting, the long-run equilibrium is determined by the value of $x$ during the very first time period, $x_0$. This uniquely determines the equilibrium in the long-run. If $x_0 < x_B$, then in the long-run the equilibrium is the socially optimal equilibrium where $x = x^*_0$. If $x_0 > x_B$, then the long-run equilibrium is the socially suboptimal one where $x = x^*_B$. Thus, history, meaning the historical conditions of a society, can matter for long-term outcomes. Within an evolutionary framework, this fact is obvious. Rather than asking ‘why history matters?’, we should ask ‘why wouldn’t history matter?’.

15 This assumption is consistent with the existing evidence that events within a person’s lifetime, whether it is attending celebrations, watching certain television programs, or shocks to the macro environment, can affect a person subsequent cultural values and beliefs (e.g., Madestam and Yanagizawa-Drott, 2011; La Ferrara et al., 2012; Giuliano and Spilimbergo, 2014; Cornelson, 2018; Bursztyn et al., 2020).
Next, consider a scenario where the parameters of the model change. Fig. 3.7b shows the effects of a temporary historical event that reduces the payoffs of those who engage in production relative to those who steal. As shown, the payoffs are tilted so much that the $x^*_0$ equilibrium disappears leaving a unique equilibrium, denoted $x^*_2$ where a high proportion of the population has a culture of theft. For a society initially in the $x^*_0$ equilibrium, over time, in accordance with cultural evolution governed by Eq. (3.3), those with a culture of work slowly adopt a culture of theft. This occurs as the society converges to the $x^*_2$ equilibrium. In other words, the change in the environment caused one of the two peaks to disappear leaving a path upwards to a single peak that is relatively low.

Even if the episode is short-lived and the society has not fully converged to the new equilibrium, as long as the culture of theft has become sufficiently prevalent by the end of the episode, i.e., $x > x^B$, then the temporary event will have permanently moved the society from the equilibrium where everyone has a culture of work, $x^*_0$, to one where most of the population has a culture of theft, $x^*_2$. Returning again to the analogy, if the trek upwards towards the low peak has progressed sufficiently, even after the high peak returns, it is impossible to get to it. This is because it would require first going downhill to then climb back up. All that can be done is to continue upwards to the smaller peak.

This example illustrates another way in which historical events can matter, even if the event is only temporary. Nunn (2007) argues that such a sequence of events potentially explains the long-term effects that colonialism and the slave trade appear to have had on many African societies.

### 3.3.3.1 Kludges

In the example above, when one is to the right of $x^B$ movement towards the lower-peaked equilibrium $x^*_2$ as individuals switch from production to theft is making those who switch better off. They are optimizing. However, each subsequent step in this direction is making things worse as one moves further away from the higher peak. The further one moves up the path towards the low peak, the harder it is to get back to the high peak (even if one were allowed to move downhill).

Such situations have been termed ‘kludges.’ A commonly cited example of a kludge is the bony flatfish (e.g., Dawkins, 1986, 1996). The ancestors of the flatfish used to swim vertically in the ocean. At some point in their evolutionary history, the fish began living on the ocean floor, lying on one side, leaving one eye looking directly at the sand. Over time and through evolutionary processes, the eye migrated to the top of the head so that the two eyes were on one side of the fish and looking up (Friedman, 2008). An example of the modern flatfish is shown in Fig. 3.8, which is the first drawing in Norman’s (1934) collection of flatfish sketches. This incremental innovation solved an inefficiency given the situation at the time but resulted in a design that was suboptimal overall. If one were to completely redesign the bony flatfish, one would have the fish lie on its stomach so that neither eye would be in the ground and symmetry could be maintained. The more the flatfish evolved to its current form, the further away from this ideal it became.

Although the insight this provides for the social sciences is still under-explored, there are a few studies within economics that attempt to make progress in this direction. One is a theoretical analysis by Ely (2011), who provides a formal framework to understand kludges, which he defines as “an improvement upon a highly complex system that solves an inefficiency but in a piecemeal fashion and without addressing the deep-rooted underlying problem . . . the kludge itself – because it makes sense only in the presence of the disease it is there to treat – intensifies the internal inefficiency, necessitating either further kludges in the future or else eventually a complete revolution.” (p. 211)
A subsequent paper takes a more applied approach and uses the notion of kludges to better understand the evolution of laws or policies (Kawai et al., 2018). The paper models the emergence of kludges in policy in a world with two political parties. In this setting, when a new political party comes into power, they can add or remove previous rules in an incremental manner. An interesting aspect of the model is that rules can be deleted. That is, it is possible to move ‘downhill’. However, the model shows how despite this ability, the political parties choose not to move ‘downhill’ removing old rules, but instead only choose to add new rules. This occurs because as policies become more complex – i.e., with a longer path of rules being added on – the rules become entangled in one another. And so removing an unfavorable rule involves also removing favorable rules if they are entangled. Thus, when policy complexity is high, there is entanglement and a bias towards adding rather than deleting rules, generating further additions and complexity.

The model shows that even in settings that are different from that of biological evolution where one can undo innovations, in equilibrium, the environment mirrors biological evolution and kludges emerge. Interestingly, the theory shows that policy is more likely to exhibit kludges if political power is balanced, electoral terms are short, and legislative frictions are high, which are all characteristics of the U.S. political system. The model also predicts that with a kludged public policy, the policy outcomes are moderate, which is also consistent with the reality of the United States.

There are many examples of cultural evolution that can be described as kludges. Consider the issue of paternity certainty. While men can create multiple children during a short period of time, women have biological limits on how quickly they can have children. Thus, the main concern for women is to ensure that the father of her children invests in them sufficiently. That is, she does not want him to employ a strategy where he is choosing quantity over quality. The concern of a potential father is that he may invest heavily in a child thinking that it is his but it may not be. For biological reasons, while a
woman is certain that a child is her offspring, there is much less certainty for men. If there is sufficient paternity uncertainty, then he will be less likely to invest in his mate’s child.

This is a fundamental issue related to reproductive success that is driven by the nature of reproduction and the biological differences between men and women. The existing evidence indicates that societies came up with different innovations to improve upon this. Much like Dawkins’ (1996) analogy of reaching peaks by climbing uphill one step at a time, different societies climbed different hills; customs and traditions evolved that served to improve upon this issue.

Among certain groups, matrilineal kinship developed. Here kinship is traced through the women. Men belong to the lineage of their sisters and mother and children belong to the lineage of their mother. This means that a father does not belong to the same lineage as his children. The children belong to their mother’s lineage and their father belongs to his mother and sister’s lineage. Because of this, the father is not the most important male adult in a child’s life and he is not the one providing primary financial support. The people who fill this role are the mother’s brothers (i.e., the child’s maternal uncles). The logic behind this is that with paternity uncertainty, there is no guarantee that the father is genetically related to a child. However, it is certain that the mother’s brother is related to the child. The child came from their mother and so is related to her. The mother and her brother came from the same mother and so they are related. Thus, the child must be related to their uncle. By contrast, there is no guarantee that the child is related to their father.

Thus, one innovation in the face of paternity uncertainty is matrilineal kinship, where family/clan membership is traced through women. The results of such an innovation are far reaching and can be difficult to undo. In this case, it is natural that family members live in close proximity to one another, and, thus, there is matrilocality, where the nuclear family lives near the woman’s family.

An alternative incrementally-designed set of innovations that has emerged is as follows. Rather than having matrilineal kinship, a society has patrilineal kinship. Lineage is traced through the father’s line. At the time of marriage, the wife leaves her lineage and joins her husband’s lineage. Due to the tendency of lineages to live within close proximity, patrilocality develops where families live close to the husband’s parents.

This then presents another problem. If daughters leave their parent’s lineage and move away from them when they are married, what incentive is there for the parents to invest resources in raising someone who they will never see again and no longer be part of their family after marriage? The incremental innovation that emerged to overcome this issue is bridewealth, where a sizeable transfer of resources is made from the husband’s family to the wife’s family at marriage. This is given as a gift of appreciation and incentivizes the parents’ investment in their daughter even knowing that she will not be a member of the family in the future. The practice of bridewealth is common in patrilineal societies but not in matrilineal societies.

The two evolved solutions to the problem of paternity uncertainty and paternal investment in children are very different and take societies along different paths with a different set of incremental improvements. There is evidence that one path may be better than the other. Lowes (2018) finds that within matrilineal households, due to the greater empowerment of women, children are healthier and more educated. Thus, it is plausible that this evolutionary path is better for fitness. However, once society has progressed down the patrilineal path, jumping to the matrilineal equilibrium is no easy task. This would involve undoing existing customs, leading to a lower payoff to then be able to travel along the matrilineal path. One would need to undo bridewealth, patrilocality, and fundamentally alter society’s perception of kinship.
3.3 Insights from a recognition of history as evolution

This is potentially an example of a kludge. As the cultural innovations accumulate, the society is locked in more and more deeply into a suboptimal equilibrium. The case for a kludge among patrilineal societies is particularly strong for those who have developed additional cultural innovations that are harmful to women but are meant to resolve the issue of paternity uncertainty. As has been documented, in societies that practice nomadic pastoralism, where men are often absent for long periods of time, the problem of paternity uncertainty is particularly acute. In these societies, it appears as if additional innovations are required. It is not possible to move ‘downhill’ and then back ‘uphill’ to the higher matrilineal ‘peak’. Instead one must continue upward on the existing path.

As documented in Becker (2019), female genital cutting and infibulation developed as customs that helped husbands ensure greater paternity certainty. With these extreme forms of female circumcision, sex becomes painful, reducing the temptation to have sexual relations outside of the marriage, even when the husband is away for extended periods of time. In other parts of the world, other customs emerged that also served the purpose of controlling women’s autonomy and sexuality, such as the veil or burqa, restrictions on women’s mobility, and limits on the decisions that women could make.

3.3.4 Group-level selection

Our discussion up to this point has implicitly assumed that the success of a cultural trait depends on the wellbeing of the individuals with the trait. However, historically a big part of cultural evolution occurs through the rise and fall of societies. In other words, the fate of individuals and their success is as much tied to the success of their community as to their own relative success within the community. Thus, what may also be important for the adoption of cultural traits is how they affect the society as a whole. This is called group-level selection and is often used as one explanation for why prosocial cultural traits (ones that are costly for the individual but beneficial for the group), like altruism or proclivity to cooperate, can emerge (Henrich, 2004a; Richerson et al., 2016).

This insight has the potential to improve our understanding of the historical process, particularly at the society level. To see this, recall the famous quote from Charles Tilly (1990) that “war made the state, and the state made war” (p. 42). While generally not viewed in this light, Tilly’s famous argument that war lies at the heart of the economic rise of Europe is actually an argument about group-level selection. Those groups, namely states, with characteristics that were beneficial were able to outcompete other states with less beneficial characteristics. He writes that “states having access to a combination of large rural populations, capitalists, and relatively commercialized economies won out...their form of state became the predominant one in Europe. Eventually European states converged on that form: the nation states.” (p. 15).

While recent studies have examined the effects of warfare within the European context on taxation, urbanization, and state formation (e.g., Gennaioli and Voth, 2015; Dincecco and Onorato, 2017), group-level selection has yet to be examined, even though the famous Tilly effect can be interpreted through this lens. With the formation of groups, such as villages, kingdoms, empires, or nation-states, the wellbeing of the citizens of each entity are intricately connected. If a kingdom is conquered, everyone in the kingdom is conquered. Thus, warfare and interstate conflict are a form of group-level competition.

16 The most extensive research undertaken along these lines is from the evolutionary biologist Peter Turchin, who applies insights from evolutionary biology to understand the course of human history, including warfare and the rise and fall of empires. For a sampling of this ambitious research agenda, see Turchin (2003, 2006, 2016) and Turchin et al. (2013).
This is important because this, in turn, leads to group-level selection.\footnote{To be precise, there are two conditions that are needed for warfare to cause cultural group selection. The first is that variation in cultural traits between groups causes success in warfare. The second is that success in warfare affects the spread of the cultural traits (Richerson et al., 2016).} When an individual’s survival is, to a large extent, determined by the success of the group rather than their own success, then cultural traits that are not individually optimal but are socially beneficial can arise. An example of such a trait is altruism. Giving to others when they are in need reduces one’s material wellbeing. However, if everyone in society does this, then the society will be better off. Of course, just because traits are socially beneficial does not mean they will arise in equilibrium. This depends on the trade-offs between group-level benefits and individual-level costs. The stronger group-level selection is, the more likely it is that the former prevails over the latter (Henrich, 2004a).

The prediction that arises from the framework of group-level selection is that, all else equal, conflict should be associated with more prosocial traits (i.e., traits that are individually costly but socially beneficial). Several recent studies have stumbled across the finding that conflict appears to be associated with higher levels of prosociality and greater social cohesion. This was confirmed in a recent meta-analysis Bauer et al. (2016). The finding is counter-intuitive if one expects that conflict would cause the breakdown of social capital. However, viewed through the lens of intergroup competition, these relationships make perfect sense. Evolutionary theory predicts an association between conflict and prosocial behavior if conflict activates prosocial psychology which is particularly beneficial in that setting due to group-level selection forces.

Another explanation for the relationship comes from very recent research in social psychology that emphasizes the effect that ‘threat’ has on the extent to which norms are adhered to (i.e., on the ‘tightness’ of norms). According to Gelfand (2018), external threat increases the importance of norm following and therefore tightness increases. If conflict is a form of threat and society’s baseline norms are ones of cooperation and prosociality towards in-group members, then past experience with conflict will lead to greater prosociality. Consistent with this interpretation, subsequent research by Henrich et al. (2019) shows that past experience with conflict is associated with greater religiosity, which can be interpreted as a tightening of traditional norms. The study uses a survey of 1,709 individuals from three post-conflict societies: Uganda, Sierra Leone and Tajikistan. They find that conflict exposure is associated with an increased likelihood of identifying as Christian or Muslim and with more frequent participation in religious gatherings and rituals.

A case study illustrating the logic of group-level competition is provided by Nunn and Sanchez de la Sierra (2017). The authors describe recent events in a village in the Eastern Democratic Republic of the Congo. The village had a history of being regularly pillaged by a Hutu militia group called the FDLR. The raiding and pillaging had occurred multiple times per year for well over a decade. This was until 2012 when an elderly man in the village, through a dream, learned how to bulletproof the people of the village by having them undertake a specific ritual. Beliefs in bulletproofing are common in the region and are connected to traditional religious beliefs. As is common, this form of bulletproofing came with conditions that had to be followed for the protection to work. Thus, if someone who had been known to have been bulletproofed died, then it must be the case that they did not follow the necessary conditions. Due to the bulletproofing, the villagers, particularly the young men, were able to fight back when they were attacked. Over the course of multiple years, the FDLR eventually gave up.
In their analysis, Nunn and Sanchez de la Sierra (2017) try to understand these events. They interpret the production function of producing the village’s freedom as one with team production, meaning there are strong complementarities to effort. As is well known, the equilibrium level of effort is lower than is socially optimal in such settings. Beliefs in bulletproofing serve to reduce the perceived cost of effort and to raise the equilibrium level of effort so that it is closer to the socially-optimal level. Thus, these beliefs, even if false, are beneficial for society. However, this benefit does not guarantee the existence of such beliefs. As discussed above, socially-beneficial traits that are individually suboptimal only arise with strong group-level selection. The authors argue that the Eastern DRC, which has experienced decades of sustained conflict, is a setting where group-level selection is expected to be strong. Thus, in their setting, conflict generated group-level competition, which resulted in bulletproofing beliefs, which although individually suboptimal are socially beneficial. This interpretation is consistent with the fact that beliefs about bulletproofing appear to be common in many conflict-ridden areas, not only in the contemporary period but also historically (Kamarck, 2009, ch. 4; Sinclair-Thomas and Challis, 2017).

The best evidence for whether historical warfare would have been significant enough to generate group-level selection is from a recent study by Samuel Bowles (2009). In it, he takes a historical perspective and asks whether the group-level selective pressures due to intergroup conflict during Late Pleistocene and early Holocene could have been strong enough to affect the evolution of prosocial cultural traits. The study combines models of group-level selection, archaeological data from the period, and ethnographic data from contemporary hunter-gatherers. It finds that the levels of mortality associated with intergroup warfare would have been sizeable enough to have a large effect on prosocial traits, promoting behaviors that while individually costly would have been beneficial for the group overall.

While the examples discussed to this point have focused on warfare as the source of group-level competition, the exact same logic applies to competition that occurs through market forces. While this form of competition might not be particularly important for studying cultural evolution over the course of human history, it is highly relevant for the field of economics where markets are central. One of the few pieces of research along these lines is the recent study by Francois et al. (2018), which examines selection arising from firm competition. They begin by first showing a relationship between the competitiveness of an industry and the level of trust of individuals who work in that industry. Their analysis looks at the United States and Germany and estimates the relationship in the cross-section and also over time for workers who switch industries.

In this setting, firms are the group and firm competition is the form of group-level competition. Given this, group-level selection is expected to facilitate the emergence of group-level beneficial traits, like generalized trust. Firms with trusting employees perform better and are more likely to survive. This is true despite evidence that suggests that if trust is too high it can lower individual income (Butler et al., 2016). In other words, even though high trust is socially beneficial, it is not necessarily individually optimal.

The authors confirm these findings and their interpretation by undertaking an event study that exploits the increase in competition that arose from a series of bank deregulations that occurred across U.S. states in the 1980s. Lastly, the authors are able to replicate the effects of group-level selection on generalized trust using a behavioral experiment involving 220 French participants. Participants were placed in groups of 20 and played a series of one-shot anonymous public goods games with other par-
participants from their group. In one treatment arm, payoffs were determined by the relative performance of a participant’s group compared to other groups. In the other treatment arm, payoffs were determined in the standard manner, by the earnings of the participant him/herself. They find that the group-level selection treatment resulted in higher contributions and importantly in higher levels of self-reported trust at the end of the experiment.

The study is important because it provides valuable evidence that market competition can result in group-level selection. This provides a new perspective from which one can think about market competition and its effects.

3.3.5 Biology, sex, and gender

There are well-known biological differences between men and women. One difference is that the two sexes have very different roles in reproduction. The role of men is to fertilize an egg, while that of women is to carry the egg as it develops, give birth, and (typically) breastfeed the newborn for the first years of life. As a consequence, women can have only one offspring (ignoring the case of twins) per 1–2 year period. By contrast, men can have a much larger number of offspring during this same time. However, due to the nature of sex and childbirth, men have much less certainty that a child that is born is related to them biologically. By contrast, women have near-perfect certainty that a child is her offspring.

It has been argued that the different biological constraints faced by men and women result in different optimal mating strategies (e.g., Trivers, 1972; Buss and Scmitt, 1993; Buss, 1994). As we will see, these strategies have implications for gender relations and social structure more generally. For women, the concern is that men will choose a quantity-over-quality mating strategy and not invest sufficient resources into the child. For men, the concern is that the child is not actually theirs and they are allocating resources to another person’s child.

These concerns have important social consequences. As mentioned, Becker (2019) studies how the fundamental issue of paternity uncertainty differs depending on ecological conditions. Her study shows that societies that engage in pastoralism tend to exhibit greater control over women’s sexuality by men. This can take the form of norms about female autonomy and practices such as infibulation and veiling. This is because, in a pastoral society, grazing requires men to be absent from the community as their herds move to new pastures. These prolonged periods of absence raised concerns of infidelity, which resulted in the evolution of restrictions on female sexuality.

Another evolved response to the issue of paternal uncertainty has been matrilineal kinship. Rather than the father being the primary supporter of a child, it is the mother’s brother (i.e., the maternal uncle). With matrilineal kinship, lineage is traced through women. Men belong to the lineage of their sisters and mothers, and children belong to the lineage of their mother. Thus, a father does not belong to the same lineage as his children. The children belong to their mother’s lineage and the father belongs to his mother and sister’s lineage. As a consequence, the father is not the most important male adult in his children’s lives and, often, he is not the one who provides primary financial support. Instead, this is the mother’s brothers (i.e., the children’s maternal uncles). As explained above, the logic behind this is that while there is no guarantee that the father is genetically related to the children, it is certain that the mother’s brother is related to the children. Thus, the fundamental problem of how to incentivize the father to invest in his children if perceived paternal uncertainty is high is solved by having developed norms and customs where maternal uncles are the ones who invest in children.
As we have discussed, matrilineal kinship and control over women’s sexuality are two different evolutionary paths that serve to address the same fundamental biologically-based problem. A testable prediction of this evolutionary perspective is that since the two sets of customs are solutions to the same problem, they are substitutes and the presence of one should be negatively associated with the presence of the other. If one looks at ethnographic data, one finds that matrilineal kinship is associated with weaker control of women’s sexuality. Although data are limited, there is some information on these cultural traits in the Ethnographic Atlas. Within the database, there are 244 patrilineal and 59 matrilineal ethnic groups for which data are available on societal norms about the premarital sexual behavior of girls, which we take to be an indicator of sexual norms more generally. For matrilineal groups with data, only 6.7% (4 of 59) have norms that prohibit any sex before marriage. Among patrilineal groups with data, the same statistic is 34% (82 of 244). By contrast, among matrilineal groups with data, 54% (32 of 59) have norms that fully permit premarital sex, while among patrilineal groups with data, this figure is only 33% (80 of 244).18

Another biological difference between men and women lies in their body size and strength, which is an example of a more general phenomenon referred to as sexual dimorphism. Relative to women, men tend to be taller, larger in stature, and have greater upper body strength (Gustafsson and Lindenfors, 2004). These differences have also been fairly stable (i.e., a 15% difference in body mass) for Homo sapiens since at least the Pleistocene (Ruff, 2002). Recent research within economics has studied the consequence of sexual dimorphism for modern gender norms and how it is mediated by historical technologies that made the physical differences more or less important. Alesina et al. (2013b) provide evidence that the greater physical size and strength of males was an important determinant of a gender-based division of labor historically, but primarily in agricultural societies that had adopted intensive plow agriculture. With this form of agriculture, significant upper body strength was needed to control or pull the plow. As a consequence, in these societies, there was a gendered division of labor where men worked outside the home in agriculture and women tended to work within the home. As shown by Alesina et al. (2013b), this division generated norms about the appropriate role of women in society, which persist in the modern era and affect female employment outside the home today. The form of traditional agriculture has even been found to affect preferences for sons over daughters, which results in male-biased sex-ratios (Alesina et al., 2018).

3.4 Contributions of economics to cultural evolution

The study of cultural evolution is a recent area of research, with the bulk of findings emerging in the last few decades. The field began with a small number of scholars who adapted models from evolutionary biology to cultural evolution (e.g., Cavalli-Sforza and Feldman, 1981; Boyd and Richerson, 1985). An important contribution of economics has been to use these theoretical foundations to build more elaborate models that remain tractable and provide insight into a range of economic issues, including preference heterogeneity and segregation (Bisin and Verdier, 2000, 2001b), entrepreneurship (Doepke and Zilibotti, 2014), occupational choice (Doepke and Zilibotti, 2008), female labor force

18 Also consistent with this is the finding from Lowes (2018) that matrilineal kinship is associated with greater female empowerment.
participation (Fernandez, 2013), parenting strategies (Bisin and Verdier, 2001a; Doepke and Zilibotti, 2017), or domestic institutions (Tabellini, 2008; Bisin and Verdier, 2017). A related area of research that has developed within economics is theoretical work that exploits the dynamics of natural selection to understand various aspects of economic growth over the very long-run (e.g., Galor and Moav, 2002; Galor and Michalopoulos, 2012; Galor and Ozak, 2016; Galor and Savitskiy, 2018).

One way to think about the difference between theoretical studies of culture within evolutionary anthropology and economics is that the prior has tended to focus on studying the emergence of culture and its transmission between individuals. Thus, culture and its evolution is the outcome of interest in the models. By contrast, within economics, culture and its transmission are taken as given and the analysis follows based on this. Thus, the theoretical work within evolutionary anthropology provides the micro-foundations for the assumptions used in a wide range of models within cultural economics.

While the origins of the study of cultural evolution were primarily theoretical, the field has subsequently become increasingly quantitative (Mesoudi, 2016). It is this line of analysis to which economic historians and growth economists have made the greatest contributions. A large body of evidence documents how the historical environment or historical shocks – what other disciplines would call ecological factors – affects the long-term evolution of cultural traits. For the interested reader, an overview of this body of evidence is provided in Table 3.1. The table reports the citation, the cultural trait that is being explained, the determinant of interest, the unit of observation, the sample, and the primary statistical methods used. Although the list is far from exhaustive, it still shows that economists have made important contributions to a deeper understanding of the historical and ecological factors that have shaped the evolution of cultural traits.

Recently, there has been a push for multidisciplinary research that takes a historical/evolutionary perspective and involves both economists and evolutionary anthropologists. An example is a recent collaboration between anthropologist Joseph Henrich and three economists (Schulz et al., 2019). Together, the authors study the historical origins of Western European psychology. They document how the policies of the medieval Roman Catholic Church, such as the prohibition on cousin marriage, weakened extended kinship ties and led to a more individualistic social structure and psychology. To do this, the authors use data from a range of disciplines, including historical data on the duration of exposure to the medieval Western church, ethnographic data on the traditional prevalence of kinship practices like cousin marriage and polygamy, and contemporary survey and experimental data that measure a range of cultural and psychological traits.

Another way that economics has contributed to the study of cultural evolution is by evidence for the effects that shorter-term factors can have on cultural traits. This literature is summarized in Table 3.2. It has the same structure as Table 3.1 except that it summarizes studies that estimate the more-immediate effects of the factors of interest; namely, effects that are felt within a person’s lifetime rather than multiple generations into the future.

An additional contribution that economics has made is to estimate the effects that cultural traits have on economic outcomes. Research has shown that culture affects a host of outcomes, including trade, foreign direct investment, political turnover, conflict, innovation, savings, investment, and economic growth. An overview of the key studies from this body of research is provided in Table 3.3.

---

19 An exception is Bisin and Verdier (2001a).
20 See Nunn (forthcoming) for a summary of this literature.
21 For a review of the early literature documenting the economic consequences of culture see Guiso et al. (2006).
### Table 3.1 Summary of the literature on the long-term determinants of cultural traits.

<table>
<thead>
<tr>
<th>Study</th>
<th>Trait being explained</th>
<th>Determinant being tested</th>
<th>Unit of observation</th>
<th>Scope of sample</th>
<th>Statistical strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alesina and Fuchs-Schündeln (2007)</td>
<td>Preferences for government redistribution</td>
<td>Communism</td>
<td>Individuals</td>
<td>East &amp; West Germany</td>
<td>Natural experiment, OLS</td>
</tr>
<tr>
<td>Alesina et al. (2013b)</td>
<td>Gender roles &amp; gender attitudes</td>
<td>Plough agriculture</td>
<td>Individuals, ethnicities, countries</td>
<td>Global</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Alesina et al. (2018)</td>
<td>Male-female sex ratio if children</td>
<td>Plough agriculture</td>
<td>Countries</td>
<td>Global</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Alsan and Wanamaker (2018)</td>
<td>Trust of medical system</td>
<td>Tuskegee experiment</td>
<td>Individuals</td>
<td>United States</td>
<td>DD</td>
</tr>
<tr>
<td>Andersen et al. (2016)</td>
<td>Work ethic</td>
<td>Catholic Order of Cistercians</td>
<td>Individuals</td>
<td>England</td>
<td>OLS</td>
</tr>
<tr>
<td>Ang and Fredriksson (2017)</td>
<td>Individualism</td>
<td>Labor intensive agriculture</td>
<td>Countries, ethnicities</td>
<td>Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Ang and Fredriksson (2017)</td>
<td>Strength of family ties</td>
<td>Wheat agriculture</td>
<td>Individuals, districts, countries</td>
<td>United States and Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Baranov et al. (2018)</td>
<td>Attitudes about gay marriage</td>
<td>19th Century sex ratios</td>
<td>Individuals, counties</td>
<td>Australia</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Bazzi et al. (2018)</td>
<td>Individualism/collectivism</td>
<td>Frontier experience</td>
<td>Countries</td>
<td>United States</td>
<td>OLS, DD, IV</td>
</tr>
<tr>
<td>Becker (2019)</td>
<td>Female genital cutting</td>
<td>Pastoralism</td>
<td>Individuals, ethnic groups</td>
<td>Africa, Global</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Becker et al. (2016)</td>
<td>Trust of state bureaucracy</td>
<td>Habsburg empire</td>
<td>Individuals</td>
<td>Eastern Europe</td>
<td>RD</td>
</tr>
<tr>
<td>Ben-Fishay et al. (2017)</td>
<td>Multilinear inheritance</td>
<td>Presence of coral reefs</td>
<td>Islands and ethnic groups</td>
<td>Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Blouin (2018)</td>
<td>Interpersonal trust</td>
<td>Colonial production quotas</td>
<td>Individuals</td>
<td>Rwanda</td>
<td>Natural experiment, OLS</td>
</tr>
<tr>
<td>Brodeur and Haddad (2018)</td>
<td>Attitudes towards homosexuality</td>
<td>Father’s war experience</td>
<td>Individuals</td>
<td>United States</td>
<td>OLS, DD</td>
</tr>
<tr>
<td>Campa and Serafinelli (2019)</td>
<td>Attitudes towards gender equality</td>
<td>Communism</td>
<td>Women, cohorts</td>
<td>Germany, Central &amp; E. Europe</td>
<td>IV, RD, DD</td>
</tr>
<tr>
<td>Campante and Yanagizawa-Drott (2016)</td>
<td>Authoritative parenting style</td>
<td>Father’s war experience</td>
<td>Individuals</td>
<td>United States</td>
<td>Natural experiment, IV</td>
</tr>
<tr>
<td>Cervellati et al. (2019)</td>
<td>Ethnic affiliation, endogamy</td>
<td>Prevalence of malaria</td>
<td>Individual, ethnic groups</td>
<td>Africa</td>
<td>OLS</td>
</tr>
<tr>
<td>Chaudhury et al. (2016)</td>
<td>Cooperation (contribution to a public good)</td>
<td>Colonial rule (direct vs. indirect)</td>
<td>Individuals, villages</td>
<td>Rajasthan, India</td>
<td>Natural experiment</td>
</tr>
<tr>
<td>Cornehill (2018)</td>
<td>African American educational attainment</td>
<td>Role models from Cosby Show</td>
<td>Cities &amp; birth cohorts</td>
<td>United States</td>
<td>DD, IV</td>
</tr>
<tr>
<td>Couttenier et al. (2017)</td>
<td>Homicides</td>
<td>Timing of mineral discoveries</td>
<td>Counties</td>
<td>United States</td>
<td>OLS</td>
</tr>
<tr>
<td>Dell et al. (2019)</td>
<td>Cooperation</td>
<td>Dai Viet Kingdom</td>
<td>Villages, individuals</td>
<td>Vietnam</td>
<td>RD</td>
</tr>
<tr>
<td>Dell and Querubin (2018)</td>
<td>Attitudes towards the U.S.</td>
<td>Military bombing</td>
<td>Villages, Individuals</td>
<td>Vietnam</td>
<td>RD</td>
</tr>
<tr>
<td>Enke (2019)</td>
<td>Universal/limited morality</td>
<td>Strength of kinship ties</td>
<td>Individuals, ethnic groups, countries</td>
<td>Global</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Fenske (2014)</td>
<td>Polygyny</td>
<td>Historical mission stations and education</td>
<td>Individuals</td>
<td>Africa</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Fernandez et al. (2004)</td>
<td>Gender attitudes</td>
<td>Female wartime employment during WWII</td>
<td>Married women</td>
<td>United States</td>
<td>OLS, DD</td>
</tr>
<tr>
<td>Fouka and Schlapefer (2020)</td>
<td>Work ethic</td>
<td>Marginal returns to labor of crop mix</td>
<td>Individuals, districts, countries</td>
<td>Europe</td>
<td>OLS</td>
</tr>
<tr>
<td>Galor and Ozak (2016)</td>
<td>Patience</td>
<td>Agricultural suitability of traditional crops</td>
<td>Individuals, countries</td>
<td>Global</td>
<td>OLS, DD</td>
</tr>
<tr>
<td>Galor and Savinski (2018)</td>
<td>Loss aversion</td>
<td>Climatic volatility</td>
<td>Individuals, ethnic groups, countries</td>
<td>Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Gershman (2019)</td>
<td>Supernatural beliefs</td>
<td>Trans-Atlantic slave trade</td>
<td>Individuals, ethnic groups, regions</td>
<td>Africa &amp; Latin America</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Giuliano and Nunn (2013)</td>
<td>Support for democracy</td>
<td>Traditional village leadership</td>
<td>Individuals, countries</td>
<td>Global</td>
<td>OLS</td>
</tr>
</tbody>
</table>

*continued on next page*
<table>
<thead>
<tr>
<th>Study</th>
<th>Trait being explained</th>
<th>Determinant being tested</th>
<th>Unit of observation</th>
<th>Scope of sample</th>
<th>Statistical strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Giuliano and Nunn (2021)</td>
<td>Importance of tradition</td>
<td>Similarity of environment across generations</td>
<td>Individuals, ethnic groups, countries</td>
<td>Global</td>
<td>Natural experiment, OLS</td>
</tr>
<tr>
<td>Grosjean (2014)</td>
<td>A culture of honor</td>
<td>Scotch-Irish Immigration</td>
<td>Counties</td>
<td>United States</td>
<td>OLS</td>
</tr>
<tr>
<td>Grosjean and Khattar (2018)</td>
<td>Attitudes about gender equality</td>
<td>18th Century male-biased sex ratios</td>
<td>Counties</td>
<td>Australia</td>
<td>IV</td>
</tr>
<tr>
<td>Guiso et al. (2016)</td>
<td>Self-efficacy, civic mindedness</td>
<td>Medieval independent city states</td>
<td>Individuals, villages</td>
<td>Italy</td>
<td>IV, DD, OLS</td>
</tr>
<tr>
<td>Heldring (2021)</td>
<td>Obedience to state</td>
<td>State formation</td>
<td>Individuals</td>
<td>Rwanda</td>
<td>Natural experiment</td>
</tr>
<tr>
<td>Karaja and Rubin (2017)</td>
<td>Interpersonal trust</td>
<td>Habsburg vs. Ottoman/Russian state</td>
<td>Individuals, villages</td>
<td>Region of Romania</td>
<td>Natural experiment</td>
</tr>
<tr>
<td>Lowes and Montero (2019)</td>
<td>Trust in Western medicine</td>
<td>Colonial medical Campaigns</td>
<td>Individuals, districts</td>
<td>French Colonial Africa</td>
<td>IV, OLS</td>
</tr>
<tr>
<td>Michalopoulos (2012)</td>
<td>Ethnic affiliation</td>
<td>Variation in agricultural suitability</td>
<td>Grid cells</td>
<td>Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Mosconia et al. (2018)</td>
<td>Adherence to Islam</td>
<td>Trade routes, land suitability</td>
<td>Countries, ethnic groups</td>
<td>Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Michalopoulos et al. (2018)</td>
<td>Ingroup and outgroup trust</td>
<td>Traditional segmentary lineage organization</td>
<td>Individuals, ethnic groups</td>
<td>Africa</td>
<td>OLS</td>
</tr>
<tr>
<td>Nunn (2010)</td>
<td>Belief in Christianity</td>
<td>Colonial mission stations</td>
<td>Individuals, ethnic groups, villages</td>
<td>Africa</td>
<td>OLS</td>
</tr>
<tr>
<td>Nunn and Wantchekon (2011)</td>
<td>Trust</td>
<td>Colonial mission stations</td>
<td>Individuals</td>
<td>Sub-Saharan Africa</td>
<td>IV</td>
</tr>
<tr>
<td>Okoye (2017)</td>
<td>Trust</td>
<td>18th Century Christian missions</td>
<td>Individuals, ethnic groups</td>
<td>Nigeria</td>
<td>OLS</td>
</tr>
<tr>
<td>Oklen (2009)</td>
<td>Social cohesion</td>
<td>Introduction of tv &amp; radio</td>
<td>Villages, individuals</td>
<td>Indonesia</td>
<td>OLS</td>
</tr>
<tr>
<td>Ramos-Toro (2019)</td>
<td>Prosociability, in-group bias, trust in medicine</td>
<td>Ancestors being kept in a leper colony</td>
<td>Individuals</td>
<td>Colombia</td>
<td>OLS</td>
</tr>
<tr>
<td>Rubin (2014)</td>
<td>Religious beliefs (Protestantism)</td>
<td>Early access to printing press</td>
<td>Cities</td>
<td>Europe</td>
<td>OLS</td>
</tr>
<tr>
<td>Restaghi (2019)</td>
<td>Conditional cooperation</td>
<td>Medieval democracy</td>
<td>Individuals, municipalities</td>
<td>Switzerland</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Schultz (2017), Schultz et al. (2019)</td>
<td>Kinship ties</td>
<td>Catholic Church’s medieval policies</td>
<td>Cities, regions, countries</td>
<td>Europe and Global</td>
<td>DD, OLS</td>
</tr>
<tr>
<td>Teto (2019)</td>
<td>Gender roles</td>
<td>Slave trades</td>
<td>Individuals, ethnic groups</td>
<td>Sub-Saharan Africa</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Tur-Prats and Valencia Cacedo (2020)</td>
<td>Interpersonal trust</td>
<td>Spanish Civil War</td>
<td>Individuals</td>
<td>Spain</td>
<td>OLS, RD, IV</td>
</tr>
<tr>
<td>Xue (2013a)</td>
<td>Gender roles</td>
<td>Cotton weaving</td>
<td>Countries</td>
<td>China</td>
<td>IV</td>
</tr>
</tbody>
</table>

Notes: The statistical strategies list in the last column of the table includes: natural experiments, instrumental variables (IV), regression discontinuity (RD), difference-in-difference estimates (DD), or randomized control trials (RCT). Natural experiments are cases where the determinant of interest occurs in locations or to individuals in an idiosyncratic manner that is close to randomly assigned. Instrumental variables are employed when one can find a variable (i.e., instrument) that is correlated with the determinant and only affects the outcome of interest through the determinant. In such cases, the instrument can be used to obtain a consistent causal estimate of the effect of the determinant on the outcome. Regression discontinuity can be employed when the treatment of interest has strict idiosyncratically determined borders delineating the treated group from untreated group. In such cases, differences in the outcome of interest can be compared at the boundary and this provides an unbiased causal estimate of the treatment of interest. Difference-in-difference estimates exploit variation in a treatment over time and estimate effects by looking at how the outcome changes for the treatment group relative to the control group after relative to before, the treatment occurs. Another strategy is for the researcher to manipulate the implementation of a treatment of interest so that the implementation is done randomly (RCT). This allows the researcher to obtain causal estimates by comparing the randomly chosen treatment group to the randomly chosen control group. Lastly, OLS refers to ordinary least squares, which indicate that the study relies on evidence from conditional correlations.
Table 3.2: Overview of the economics literature on the shorter-term determinants of cultural traits.

<table>
<thead>
<tr>
<th>Study</th>
<th>Trait being explained</th>
<th>Determinant tested</th>
<th>being</th>
<th>Unit of observation</th>
<th>Scope of sample</th>
<th>Statistical strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alesina and Fuchs-Schündeln (2007)</td>
<td>Changing preferences for government redistribution</td>
<td>Unification of Germany</td>
<td>Individuals</td>
<td>East &amp; West Germany</td>
<td>Natural experiment, OLS</td>
<td></td>
</tr>
<tr>
<td>Bauer et al. (2014)</td>
<td>Prosociality &amp; in-group bias</td>
<td>Civil conflict</td>
<td>Individuals</td>
<td>Rep. of Georgia &amp; Sierra Leone</td>
<td>OLS</td>
<td></td>
</tr>
<tr>
<td>Beamant et al. (2009)</td>
<td>Attitudes about women and politics</td>
<td>Reservation of position for women</td>
<td>Individuals</td>
<td>India</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Bentzen (2019)</td>
<td>Religiosity</td>
<td>Earthquakes</td>
<td>Individuals</td>
<td>Global</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Bergh and Ofori (2018)</td>
<td>Trust</td>
<td>Movement to new country</td>
<td>Individuals</td>
<td>Swedish Expatriates</td>
<td>Natural experiment, OLS</td>
<td></td>
</tr>
<tr>
<td>Booth et al. (2019)</td>
<td>Competitiveness</td>
<td>Growing up under communism</td>
<td>Women</td>
<td>Beijing &amp; Taipei</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Bursztyn et al. (2020)</td>
<td>Attitudes about gender equality</td>
<td>Information provision</td>
<td>Men</td>
<td>Saudi Arabia</td>
<td>RCT</td>
<td></td>
</tr>
<tr>
<td>Campante and Yanagizawa-Drott (2015)</td>
<td>Religiosity &amp; subjective well-being</td>
<td>Ramadan fasting</td>
<td>Individuals</td>
<td>Global</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Cassar et al. (2013)</td>
<td>Trust</td>
<td>Civil conflict</td>
<td>Individuals</td>
<td>Tajikistan</td>
<td>OLS</td>
<td></td>
</tr>
<tr>
<td>Cassar et al. (2017)</td>
<td>Risk aversion, prosociality &amp; patience</td>
<td>Tsunami</td>
<td>Individuals</td>
<td>Rural Thailand</td>
<td>Natural experiment, OLS</td>
<td></td>
</tr>
<tr>
<td>Canton et al. (2017)</td>
<td>Political beliefs &amp; attitudes</td>
<td>School curricula</td>
<td>Students</td>
<td>China</td>
<td>DD</td>
<td></td>
</tr>
<tr>
<td>Clingeleffer and Oiter (2019)</td>
<td>Attitudes about gender equality</td>
<td>Hajj pilgrimage</td>
<td>Individuals</td>
<td>Global (all visa applicants)</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Depetris-Charpin et al. (2020)</td>
<td>National identity vs. coethnic identity</td>
<td>National soccer team victories</td>
<td>Individuals</td>
<td>Africa</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Fernandez et al. (2019)</td>
<td>Openness to homosexuality</td>
<td>AIDS epidemic</td>
<td>Individuals</td>
<td>United States</td>
<td>OLS, DD</td>
<td></td>
</tr>
<tr>
<td>Fouca (2020)</td>
<td>Cultural assimilation</td>
<td>Language restrictions</td>
<td>Individuals</td>
<td>German immigrants in the U.S.</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Francois et al. (2010)</td>
<td>Trust</td>
<td>Film competition</td>
<td>Workers, industries</td>
<td>United States</td>
<td>OLS</td>
<td></td>
</tr>
<tr>
<td>Francois et al. (2018)</td>
<td>Trust</td>
<td>Banking deregulation, firm competition</td>
<td>Workers, industries</td>
<td>United States, Germany</td>
<td>OLS, DD</td>
<td></td>
</tr>
<tr>
<td>Giuliano and Spilimbergo (2014)</td>
<td>Luck vs. effort, preferences for redistribution</td>
<td>Childhood recession</td>
<td>Individuals</td>
<td>United States &amp; 37 Countries</td>
<td>DD</td>
<td></td>
</tr>
<tr>
<td>Henrich et al. (2019)</td>
<td>Religiosity</td>
<td>War</td>
<td>Individuals</td>
<td>Uganda, Sierra Leone, Tajikistan</td>
<td>OLS</td>
<td></td>
</tr>
<tr>
<td>Jensen and Oster (2009)</td>
<td>Gender norms, female empowerment</td>
<td>Cable &amp; satellite television</td>
<td>Villages</td>
<td>India</td>
<td>DD</td>
<td></td>
</tr>
<tr>
<td>Keese et al. (2019)</td>
<td>Altruism, trust, &amp; other-regarding behavior</td>
<td>Mentor program</td>
<td>Children</td>
<td>Germany</td>
<td>RCT</td>
<td></td>
</tr>
<tr>
<td>La Ferrara et al. (2012)</td>
<td>Norms about fertility</td>
<td>Television soap operas</td>
<td>Women</td>
<td>Brazil</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Malestam and Yanagizawa-Drott (2011)</td>
<td>Political preferences</td>
<td>Fourth of July festivities</td>
<td>Individuals</td>
<td>United States</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Malestam et al. (2013)</td>
<td>Political preferences</td>
<td>Tea Party protests</td>
<td>Counties</td>
<td>United States</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Maruena (2019)</td>
<td>Assimilation &amp; patriotism</td>
<td>Compulsory patriotic acts in schools</td>
<td>Children</td>
<td>United States</td>
<td>Natural experiment, OLS</td>
<td></td>
</tr>
<tr>
<td>Qian (2008)</td>
<td>Gender bias (sex imbalance)</td>
<td>Female income</td>
<td>Individuals</td>
<td>China</td>
<td>DD</td>
<td></td>
</tr>
<tr>
<td>Rao (2019)</td>
<td>Altruism toward outgroup</td>
<td>School integration politics</td>
<td>Children</td>
<td>Private schools in Delhi, India</td>
<td>Natural experiment, DD</td>
<td></td>
</tr>
<tr>
<td>Riley (2017)</td>
<td>Educational success</td>
<td>Watching inspirational movie</td>
<td>Secondary school students</td>
<td>Schools in Uganda</td>
<td>RCT</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The statistical strategies listed in the last column of the table include: natural experiments, instrumental variables (IV), regression discontinuity (RD), difference-in-difference estimates (DD), or randomized control trials (RCT). Natural experiments are cases where the determinant of interest occurs in locations or to individuals in an idiosyncratic manner that is close to randomly assigned. Instrumental variables are employed when one can find a variable (i.e., instrument) that is correlated with the determinant and only affects the outcome of interest through the determinant. In such cases, the instrument can be used to obtain a consistent causal estimate of the effect of the determinant on the outcome. Regression discontinuity can be employed when the treatment of interest has strict idiosyncratically determined borders delineating the treated group from the untreated group. In such cases, differences in the outcome of interest can be compared at the boundary and this provides an unbiased causal estimate of the treatment of interest. Difference-in-difference estimates exploit variation in a treatment over time and estimate effects by looking at how the outcome changes for the treatment group after relative to before, the treatment occurs. Another strategy is for the researcher to manipulate the implementation of a treatment of interest so that the implementation is done randomly (RCT). This allows the researcher to obtain causal estimates by comparing the randomly chosen treatment group to the randomly chosen control group. Lastly, OLS refers to ordinary least squares, which indicate that the study relies on evidence from conditional correlations.
### Table 3.3 Overview of the economics literature on the consequences of differences in cultural traits.

<table>
<thead>
<tr>
<th>Study</th>
<th>Outcome being affected</th>
<th>Trait being examined</th>
<th>Unit of observation</th>
<th>Scope of sample</th>
<th>Statistical strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aghion et al. (2010)</td>
<td>Government regulation</td>
<td>Distrust</td>
<td>Individuals, countries</td>
<td>Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Aghion and Calvo (2010)</td>
<td>Economic growth</td>
<td>Generalized trust</td>
<td>Individuals, countries</td>
<td>Global</td>
<td>Natural experiment, IV</td>
</tr>
<tr>
<td>Akin (2016)</td>
<td>Malnutrition</td>
<td>Food preferences</td>
<td>Households</td>
<td>Indonesia &amp; Zambia</td>
<td>OLS, DD</td>
</tr>
<tr>
<td>Butler et al. (2016)</td>
<td>Income</td>
<td>Generalized trust</td>
<td>Individuals</td>
<td>Decimals</td>
<td>OLS</td>
</tr>
<tr>
<td>Campante and Chor (2017)</td>
<td>Industrial specialization of production</td>
<td>Workplace obedience</td>
<td>Countries &amp; industries</td>
<td>Global</td>
<td>OLS, DD</td>
</tr>
<tr>
<td>Campante and Yanagizawa-Drott (2015)</td>
<td>Happiness, economic output</td>
<td>Religiousity due to fasting</td>
<td>Individuals, countries</td>
<td>Islamic countries</td>
<td>Natural experiment</td>
</tr>
<tr>
<td>Corro et al. (2019)</td>
<td>Early marriage and fertility differences due to drought</td>
<td>Bride price or dowry</td>
<td>Women</td>
<td>Sub-Saharan Africa &amp; India</td>
<td>OLS</td>
</tr>
<tr>
<td>Dohmen et al. (2018)</td>
<td>Capital accumulation &amp; economic growth</td>
<td>Patience</td>
<td>Countries</td>
<td>Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Enke (2020)</td>
<td>Voting in U.S. Presidential elections</td>
<td>Universal vs. group-based morality</td>
<td>Counties</td>
<td>United States</td>
<td>OLS</td>
</tr>
<tr>
<td>Enke (2019)</td>
<td>Economic growth</td>
<td>Kinship tightness, universal morality</td>
<td>Ethnic groups, countries</td>
<td>Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Enke et al. (2019)</td>
<td>Political preferences</td>
<td>Universal vs. group-based morality</td>
<td>Individuals, countries</td>
<td>United States &amp; Europe</td>
<td>OLS</td>
</tr>
<tr>
<td>Figlio et al. (2019)</td>
<td>Educational performance</td>
<td>Long-term orientation</td>
<td>Immigrant students in U.S.</td>
<td>Global</td>
<td>OLS</td>
</tr>
<tr>
<td>Gorudinchenko and Roland (2015)</td>
<td>Autocratic vs. democratic national government</td>
<td>Individualism vs. collectivism</td>
<td>Countries</td>
<td>Global</td>
<td>OLS, IV</td>
</tr>
<tr>
<td>Gorudinchenko et al. (2018)</td>
<td>Foreign outsourcing vs. foreign direct investment</td>
<td>Cultural difference between countries</td>
<td>Country pairs</td>
<td>Global</td>
<td>OLS, DD</td>
</tr>
<tr>
<td>Guiso et al. (2009)</td>
<td>Bilateral trade &amp; foreign direct investment</td>
<td>Trust between countries</td>
<td>Countries</td>
<td>European countries</td>
<td>OLS</td>
</tr>
<tr>
<td>Jayachandran and Pande (2017)</td>
<td>Childhood stunting</td>
<td>Son preference</td>
<td>Children</td>
<td>India &amp; Africa</td>
<td>OLS</td>
</tr>
<tr>
<td>Mosconi et al. (2019)</td>
<td>Conflict</td>
<td>Segmented lineage systems</td>
<td>Ethnic groups, grid cells</td>
<td>Africa</td>
<td>OLS, RD</td>
</tr>
<tr>
<td>Nguyen (2018)</td>
<td>Innovation</td>
<td>Interpersonal trust</td>
<td>CEOs, workers, companies</td>
<td>United States</td>
<td>OLS</td>
</tr>
</tbody>
</table>

Notes: The statistical strategies list in the last column of the table include: natural experiments, instrumental variables (IV), regression discontinuity (RD), difference-in-difference estimates (DD), or randomized control trials (RCT). Natural experiments are cases where the determinant of interest occurs in locations or to individuals in an idiosyncratic manner that is close to randomly assigned. Instrumental variables are employed when one can find a variable (i.e., instrument) that is correlated with the determinant and only affects the outcome of interest through the determinant. In such cases, the instrument can be used to obtain a consistent causal estimate of the effect of the determinant on the outcome. Regression discontinuity can be employed when the treatment of interest has strict idiosyncratically determined borders delineating the treated group from untreated group. In such cases, differences in the outcome of interest can be compared at the boundary and this provides an unbiased causal estimate of the treatment of interest. Difference-in-difference estimates exploit variation in a treatment over time and estimate effects by looking at how the outcome changes for the treatment group relative to the control group after, relative to before, the treatment occurs. Another strategy is for the researcher to manipulate the Implementation of a treatment of Interest so that the implementation Is done randomly (RCT). This allows the researcher to obtain causal estimates by comparing the randomly chosen treatment group to the randomly chosen control group. Lastly, OLS refers to ordinary least squares, which indicate that the study relies on evidence from conditional correlations.
A particularly noteworthy aspect of the body of economic research summarized in Tables 3.1–3.3 is that the scope of societies studied is relatively broad. This can be seen with a quick glance at the ‘Scope of sample’ column in the three tables. There are many studies of non-Western societies. This is important since it is now well-recognized that the cultural traits of Western European societies – what Henrich et al. (2010b) famously term ‘WEIRD’ societies – are not the modal or even median traits of the World. Instead, they appear to be highly exceptional (Henrich et al., 2010b; Henrich, 2020; Muthukrishna et al., 2020). Many disciplines that seek to better understand human culture and human behavior, most notably psychology, have a very strong tendency to focus almost exclusively on Western societies (Henrich et al., 2010a). In addition, because they are not particularly interested in cross-cultural variation, they then do not ask the question of where this variation is from, which would then cause them to look at history for answers. Thus, there is also a tendency for analysis to be ahistorical (Muthukrishna and Slingerland, 2020). While behavioral economics often shares the same ‘WEIRD’ bias, research within cultural economics generally considers a broad cross-section of societies and takes a historical perspective. The reason for this approach is likely due to the origins of the field, which lie in economic history, economic development, and economic growth, each of which has traditionally been historical and/or global in their focus. In the future, I expect research in this area to continue to become increasingly interdisciplinary, particularly as fields like psychology begin to look beyond WEIRD societies and then seek to understand the historical origins of cross-societal differences on culture and psychology.

An important contribution that I can envision economists – particularly economic historians and political economists – making to evolutionary research is a greater emphasis on power and coercion and an explicit inclusion of states and state actors into theory and empirics. In standard evolutionary models, the evolution of particular cultural traits depends on their relative success. However, in reality, the success of different groups also depends on the institutions and power structures within societies. While there are existing evolutionary studies that incorporate power, coercion, and institutions (e.g., Vehrencamp, 1983), there is scope for a greater and more explicit focus on these aspects of human society within evolutionary frameworks. While there has already been important progress using an evolutionary perspective to think about states and institutions (e.g., Bowles and Gintis, 1998b,a; Gintis, 2000; Platteau, 2000; Aoki, 2001; Bowles and Gintis, 2002; Bowles, 2004; Tabellini, 2008; Bisin and Verdier, 2017; Besley and Persson, 2019), there is much more that remains to be done.

A recent example of research along these lines is the theoretical study by Tabellini (2008) which models the interplay of culture and institutions. In the model, a cooperative cultural trait evolves through vertical transmission. He then introduces institutions, which are ‘rules of the game’ that affect the payoffs to the different cultural types in the model. The institutions are determined by majority voting. A potential equilibrium in the model is one where there are a large number of non-cooperative types. They vote for institutions that do not punish those who do not cooperate, which in turn increases the payoffs to non-cooperators. In another equilibrium, the number of cooperators is high, and they are able to implement institutions that punish deviations from cooperation, which reduce the payoff to non-cooperators and increase the payoffs to cooperators, thus sustaining this equilibrium. The model, therefore, shows how culture, which is endogenous to the institutional structure, underpins the type of institutions that emerge.

While I expect research on the interplay between culture and institutions to develop further – see Bisin and Verdier (2017) for a more recent example – I also expect the empirical research on these questions to progress. There are a few examples of recent papers that have sought to understand the
effect of states and institutions on the evolution of cultural traits, but much more remains to be understood. For example, the effect of state presence appears to be different in the limited number of settings that have been studied and we really don’t have a clear sense of why yet (e.g., Becker et al., 2016; Lowes et al., 2017; Dell et al., 2018; Heldring, 2021).

3.5 Conclusions
In this chapter, I provided an overview of the insights that emerge when history is viewed through an evolutionary lens. The first part of the chapter discussed the theory and empirical evidence for the benefits of cultural evolution. The primary advantage of culture is that it allows one to conserve on information acquisition costs and to tap into the accumulated body of knowledge that has evolved during previous generations. Thus, culture allows the collective knowledge of society to be much greater than the information that any one person could learn in their lifetime. The theoretical models and empirical evidence that I reviewed show that societies can be made better off when decision-making occurs through cultural processes.

I then turned to a discussion of how an evolutionary perspective provides insights into a range of phenomena that are important within economics. I discussed insights into human capital and innovation that can be gained by thinking of these as cumulative cultural processes. I explained how thinking about the nature of cultural evolution helps us better understand historical persistence, path dependence, and the determinants of successful societies. I described a series of evolutionary insights that can be used to provide a deeper understanding of human history. I showed how concepts such as environmental mismatch, the collective brain, cumulative improvements, kludges, group-level selection, sexual dimorphism, and reproduction strategies provide insights into key aspects of economic history, including human capital, innovation, warfare, state formation, cooperation, social structure, gender roles, kinship, social structure, path dependence, and comparative economic development.

I ended the chapter by describing the recent wave of research within economic history and growth economics that studies, both theoretically and empirically, cultural evolution and its importance for social and economic outcomes. I discussed the way this research has contributed to the field of cultural evolution and how I expect this to continue in the future.
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